
 

 

 

 

 

 

 

 

 

 
 

 

 

 

Volume VII 

Issue 3(21)  
 
 
 

Fall 2012 
 
 
 
 
 
 

I.S.S.N. 1843-6110 



Journal of Applied Economic Sciences 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Volume VII Issue 3(21) Fall 2012 

 

 

 

 

 

 

 

 

 

Quarterly Journal



Journal of Applied Economic Sciences 
 

Editorial Board 

Editor in Chief 

Laura Ştefănescu  

Managing Editor 

Mădălina Constantinescu 

Executive Editor 

Mihaela Galiceanu  

International Relations Responsible 

Pompiliu Constantinescu 
 

Proof – readers 

Camelia Firică - English 
Ana-Maria Trantescu - English 

Redactors 

Cristiana Bogdănoiu 
Sorin Dincă 



 

Editorial Advisory Board 
Claudiu Albulescu, University of Poitiers, France, West University of Timişoara, Romania  

Huseyin Arasli, Eastern Mediterranean University, North Cyprus 

Aleksander Aristovnik, Faculty of Administration, University of Ljubljana, Slovenia 

Cristina Barbu, Spiru Haret University, Romania 

Christoph Barmeyer, Universität Passau, Germany 

Amelia Bădică, University of Craiova, Romania 

Gheorghe Bică, Spiru Haret University, Romania 

Ana Bobîrcă, Academy of Economic Science, Romania 

Anca Mădălina Bogdan, Spiru Haret University, Romania 

Jean-Paul Gaertner, l'Institut Européen d'Etudes Commerciales Supérieures, France 

Shankar Gargh, Editor in Chief of Advanced in Management, India 

Emil Ghiţă, Spiru Haret University, Romania 

Dragoş Ilie, Spiru Haret University, Romania 

Arvi Kuura, Pärnu College, University of Tartu, Estonia 

Ion Viorel Matei, Spiru Haret University, Romania 

Piotr Misztal, Technical University of Radom, Economic Department, Poland 

Marco Novarese, University of Piemonte Orientale, Italy 

Rajesh Pillania, Management Development Institute, India 

Russell Pittman, International Technical Assistance Economic Analysis Group Antitrust Division, USA 

Ion Popescu, Spiru Haret University, Romania 

Kreitz Rachel Price, l'Institut Européen d'Etudes Commerciales Supérieures, France  

Peter Sturm, Institut National de Recherche en Informatique et Automatique, France 

Andy Ştefănescu, University of Craiova, Romania 

Laura Ungureanu, Spiru Haret University, Romania 

Hans-Jürgen Weißbach, University of Applied Sciences - Frankfurt am Main, Germany 

 

Publisher:  
Spiru Haret University 
Faculty of Financial Management Accounting Craiova 
Brazda lui Novac Street, no 4 Craiova, Dolj, Romania 
Phone: +40 251 598265   Fax : + 40 251 598265 
 

 
European Research Center of Managerial Studies in Business Administration 

http://www.cesmaa.eu 
Email: jaes_secretary@yahoo.com  Web: http://cesmaa.eu/journals/jaes/index.php  

 
 

 
 

 
 
 
 

http://www-urs.u-strasbg.fr/fr/universite/fr/universite/faculte-ecoles-instituts/institut-europeen-d-etudes-commerciales-superieures-iecs-strasbourg.html
http://www-urs.u-strasbg.fr/fr/universite/fr/universite/faculte-ecoles-instituts/institut-europeen-d-etudes-commerciales-superieures-iecs-strasbourg.html
http://www.cesmaa.eu/
mailto:jaes_secretary@yahoo.com
http://cesmaa.eu/journals/jaes/index.php


Journal of Applied Economic Sciences 
 

 

 

 

 

 

 

Journal of Applied Economic Sciences 
 

Journal of Applied Economic Sciences is a young economics and interdisciplinary research journal, aimed 
to publish articles and papers that should contribute to the development of both the theory and practice in the field 
of Economic Sciences. 

The journal seeks to promote the best papers and researches in management, finance, accounting, 
marketing, informatics, decision/making theory, mathematical modelling, expert systems, decision system 
support, and knowledge representation. This topic may include the fields indicated above but are not limited to 
these. 

Journal of Applied Economic Sciences be appeals for experienced and junior researchers, who are 
interested in one or more of the diverse areas covered by the journal. It is currently published quarterly with three 
general issues in Winter, Spring, Summer and a special one, in Fall. 

The special issue contains papers selected from the International Conference organized by the European 
Research Centre of Managerial Studies in Business Administration (www.cesmaa.eu) and Faculty of Financial 
Management Accounting Craiova in each October of every academic year. There will prevail the papers 
containing case studies as well as those papers which bring something new in the field. The selection will be 
made achieved by: 

Journal of Applied Economic Sciences is indexed in SCOPUS www.scopus.com CEEOL www.ceeol.org, 
EBSCO www.ebsco.com, RePEc www.repec.org and in IndexCopernicus www.indexcopernicus.com databases. 

The journal will be available on-line and will be also being distributed to several universities, research 
institutes and libraries in Romania and abroad. To subscribe to this journal and receive the on-line/printed 
version, please send a request directly to jaes_secretary@yahoo.com 

mailto:jaes_secretary@yahoo.com


Volume VII Issue 3(21) Fall 2012 

332 

 

 

 

Journal of Applied Economic Sciences 
 

ISSN 1843-6110 
 

Table of Contents 

 
 

Floarea GEORGESCU     …209 

The active management of the company’s treasury, a solution  

for avoiding the crisis situations  

 

Cho JOONG-SEOK                    …228 

The effect of accruals on security analysts’ target price forecast performance 

 

Ece C. KARADAGLI, Nazlı C. OMAY        …235 
Testing weak form market efficiency of emerging markets: a nonlinear approach 

 

Efstathios KIRKOS         …246 

Predicting auditor switches by applying data mining 

 

K. Senthil KUMAR, C. VIJAYABANU, R. AMUDHA     …262 

A case study on investors’ financial literacy in Indian scenario 

 

Rajmund MIRDALA         …270 

Sources of exchange rate volatility in the European transition economies 

(effects of economic crisis revealed) 

 

Roberta DE SANTIS         …283 

The impact of growth on biodiversity: an empirical assessment. 

 
Silvia SIMIONESCU         …291 

Review on accounting of revenue related to net turnover of the SMMs 

 

Petr SNAPKA, Josef KASIK        …302 

A simplified model of an interaction dynamics in work groups 

 

Amporn SOONGSWANG        …312 

Do M&A enhance values? Mixed methods and evidence 

 

Roman ŠPERKA         …326 

Agent-based design of business intelligence system architecture 

 

Wadim STRIELKOWSKI        …334 

Factors that determine success of small and medium enterprises:  

the role of internal and external factors 

 



Journal of Applied Economic Sciences 
 

 
 



Volume VII Issue 3(21) Fall 2012 

334 

 

 
THE ACTIVE MANAGEMENT OF THE COMPANY’S TREASURY, A 

SOLUTION FOR AVOIDING THE CRISIS SITUATIONS 
 

Floarea GEORGESCU 

Spiru Haret University, Romania 

georgescuflori@yahoo.com  

 
Abstract: 

One of the most important roles of a company’s management is to forecast the future economic conditions 

in which the company will develop its activity. Based on these forecasts and taking into account the economic, 

technical and competitive environments, the management establishes the position of future activities. Therefore, 

the financial forecasted previsions stimulate the results expected by the management. 

The working capital management involves on one hand the management of the current assets (stocks, 

debts, short term investments, liquidities ) and on the other hand the management of the current passives (debts 

to suppliers, employees, banks, state budget), activities which take up the financial management’s time. 

 

Keywords: working capital management, current assets, current passives, required financing, operating cycle. 

 

JEL Classification: M 21, M 41 

 

Introduction 

Let’s image that in the last years a company has registered an increasing of the production, 

reflected on the turnover and profit, but does not have the necessary liquidities to pay its debts. Thus, 

the solution would be to undertake short term credits. Is this situation in which the profit is significant 

but there aren’t enough resources to pay the debts even possible? Yes. Obtaining a positive result does 

not necessary implicates the existing of liquidities, a phenomenon explicable by the existence of the 

un-monetary revenues and expenses (which do not affect the treasury) and at the same time by the 

delaying between the recording of the revenues and expenses in the accounting and their 

collection/payment. Therefore, how can it be avoided the absence of cash? Through an active 

management of the company’s treasury, a useful solution not only for avoiding the crisis situations 

generated by the lack of cash, namely by the unfavourable delaying between the payments and 

collections delaying, a fact which influences the company to appeal on short term credits and 

implicitly paying the afferent interests, but also the over-sizing of the cash from treasury or account, 

which generates opportunity costs. 

In order for the company to obtain positive cash flow, a good correlation with the 

collection/payment deadlines should exists and eventual supplementary resources should be 

determined. 

The short term administration is linked to the performance of the entire activity and takes into 

account two complementary activities: first of all, the determination of the current assets, so the 

determination of the temporary needs of capital and second, the determination of the financing sources 

of the current assets necessary, respectively the temporary sources for the operating cycle. 

The financing necessary of the operating cycle expresses the total need for capital which 

determines an efficient development of the operating cycle. Establishing the base of the financing 

necessary of the operating cycles represents an important stage in the short term financial equilibrium 

planning, because it provides the information on the size of the capital investments in the current 

assets. The next step would be the establishment of the current assets resources needed to cover the 

financing necessary of the operating cycle. 
 

Conclusions 

The creditor sold of treasury, at the beginning of trimester I (2.250.000 lei), was the one from 

the balance sheet at 31.XII.N-1. The treasury surplus from quarter I of 727.500 lei represents the 

volume of credits which are going to be paid in the following quarter. Thus, the level of credits with 

sold in quarter II will be 1.522.500 lei (2.250.000- 727.500).  The treasury deficit from quarter II of 

276.500 lei represents the level of new credits that the enterprise can undertake in that period, over the 
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level of those from the previous quarter (1.522.500 lei). In these conditions, the level of treasury 

credits in quarter III will be 1.799.000 lei (1.522.500 + 276.500). For quarter III, similar as in quarter 

I, the treasury surplus of 120.800 lei will determine a volume of treasury credits for quarter IV of 

1.678.200 lei (1.799.000 -120.800). In these conditions, for quarter IV the financing necessary will 

become equal to the resources.  

Analysing the treasury’s activity, on the period analysed, but also the results obtained through 

the treasury plan, we realized a summary of the weak and forte points and eventual recommendations 

for the manager that can improve the economic situation of the company generally and the treasury 

administration especially. 
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THE EFFECT OF ACCRUALS ON SECURITY ANALYSTS’ 
TARGET PRICE FORECAST PERFORMANCE 

 

Cho JOONG-SEOK  

School of Business Administration, Hanyang University, Korea 

joongseok@hanyang.ac.kr 

 
Abstract: 

Using a sample of U.S. security analysts’ target price forecasts issued over the period 2000-2010, we 

examine how accounting accruals and accrual components affect security analysts’ target price forecast 

performance. In this study, we find that analysts’ target price forecasts for firms with higher accruals level are 

less accurate and have lower possibilities of being met or beat at some time during or at the end of the forecast 

horizon. With the deposition of accruals into short- and long-term accruals, our results show that both types of 

accruals lower the possibility of achieving analysts’ target prices at the end of the forecast horizon. However, 

only short-term accruals affect negatively the possibility of achieving analysts’ target prices at some time during 

the forecast horizon. These results suggest that the analysts fail to incorporate correctly the implications of the 

accrual information. 

 

Keywords: analysts, target price, accounting accruals. 

 

JEL Classification: M4, G17. 

 

Introduction 

Past research has shown that accrual components of earnings improve cash flows as a measure 

of firms’ performance (e.g. Watts 1977; Watts, and Zimmerman 1986; Dechow 1994; Dechow et al. 

1998). Through the matching and revenue recognition principles, accruals reflect timing differences of 

past and future cash flows and incorporate them into current earnings. Accruals are classified as short-

term (current) and long-term (non-current) components. Short-term accruals, such as inventory, 

accounts receivable and accounts payable, are those whose effects generally reverse within one fiscal 

period. Long-term accruals, such as depreciation and warrant provisions, reflect timing differences 

that extend beyond two fiscal periods.  

Since accruals are an important source of information for analysts in formulating their’ equity 

reports including target prices, we focus on the effect of the level of accruals on analysts’ target price 

forecast performance. Accrual components of earnings improve cash flows as a measure of firms’ 

performance through the matching and revenue recognition principles. The effects of short- and long-

term accruals could differ because they have different time horizon in the matching and revenue 

recognition principles. We compute total accruals and derive short- (current) and long-term 

(noncurrent) accruals for each firm in year t. We construct three measures to capture target price 

forecasting performance based on Bradshaw et al. (2012).  
 

Conclusion 

We study the relation between firms’ accrual level and security analysts’ target price forecast 

performance. Recently, security analysts have increasingly disclosed target prices along with their 

stock recommendations and earnings forecasts. Despite the most concise and explicit statement on the 

firm’s expected value and popularity, research on target prices has remained largely unexplored. 

Since accruals are an important source of information for analysts in formulating their’ equity 

reports including target prices, we focus on the effect of the level of accruals on analysts’ target price 

forecast performance. Accrual components of earnings improve cash flows as a measure of firms’ 

performance through the matching and revenue recognition principles. The effects of short- and long-

term accruals could differ because they have different time horizon in the matching and revenue 

recognition principles. If security analysts do not fully understand the persistence of the accruals and 

their forecasts do not incorporate the predictable future earnings declines associated with high 

accruals, their target price forecast performance will suffer. 

Using a sample of U.S. security analysts’ target price forecasts issued over the period 2000-

2010, we compute total accruals and derive short- (current) and long-term (noncurrent) accruals for 
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each firm in year t. We construct three measures to capture target price forecasting performance based 

on Bradshaw et al. (2012).  

Our study shows that analysts’ target price forecasts for firms with higher level of accruals are 

less accurate and have lower possibilities of being met or beat at some time during or at the end of the 

forecast horizon. With the deposition of accruals into short- and long-term accruals, our results show 

that both types of accruals lower the possibility of achieving analysts’ target prices at the end of the 

forecast horizon. However, only short-term accruals affect negatively the possibility of achieving 

analysts’ target prices at some time during the forecast horizon. 

These results are consistent with that the level of accruals has a significant impact on analysts’ 

target price performance and that the lower level of accruals results in more accurate target price 

forecasts. They show that analysts do not fully understand the persistence of accruals and suggest that 

they fail to incorporate correctly the implications of the accrual information into their target price 

forecasts. 
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TESTING WEAK FORM MARKET EFFICIENCY OF EMERGING 
MARKETS: A NONLINEAR APPROACH 
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Cankaya University, Faculty of Economics and Administrative Sciences, Turkey 
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Nazlı C. OMAY 

Cankaya University, Turkey 

nazli.sungur@hotmail.com  
Abstract 

This paper examines weak form efficiency in eight CEE emerging markets by testing whether the stock 

price series of these markets contain unit root. The unpredictability of stock returns indicates that stock prices 

follow random walk and hence are characterized by a unit root. For this purpose, we employ unit root and 

nonlinear unit root tests along with their panel extensions. The results indicate weak form efficiency in linear 

sense. However the findings of nonlinear unit root test suggest inefficiencies for Russian, Romanian and Polish 

stock markets. Furthermore, nonlinear panel unit root test support inefficiency for the sample we investigated. 

 

Keywords: emerging markets, market efficiency, linear and nonlinear unit root and linear and nonlinear panel 

unit root 

 

JEL Classification: G14, C3 
 

Introduction 

The Efficient Market Hypothesis states that security prices fully reflect all available information 

at any time and the concept of market efficiency is mainly based on the reaction of stock price to new 

information. Since the market absorbs all relevant information as it becomes available, a stock price 

change requires a new information release. Following the argument that the stock prices already 

incorporate all available information and the stock price changes require a news release which is itself 

unpredictable by definition, then price changes should be unpredictable and random. Then, it follows 

that as in an efficient market prices reflect all the available information, investors are unlikely to beat 

the market, except by chance. Thus, in an efficient market, price changes can be argued to follow a 

“random walk”. Because new information is randomly favourable or unfavourable relative to 

expectations, changes in stock prices in an efficient market should be random, resulting in the well-

known “random walk” in stock prices (Jones, and Netter 2008). If stock prices follow a random walk 

which is satisfied by the unpredictability of stock returns, then stock prices are characterized by a unit 

root (Hasanov, and Omay 2007). 
 

Conclusion 
In this paper we have tested whether Bulgarian, Greek, Hungarian, Polish, Romanian, Russian, 

Slovenian and Turkish stock price series contain unit root, consistent with the weak form market 

efficiency and attempt to contribute to the limited and controversial literature on the efficient market 

hypothesis which carries important implications for all economic agents. The weak form market 

efficiency requires the security prices to be characterized by random walk based on past price 

movements. For this purpose we carried out conventional ADF and PP unit root tests as well as KSS 

nonlinear unit root test. The results of ADF and PP indicate that Bulgarian, Greek, Hungarian, Polish, 

Romanian, Russian, Slovenian and Turkish stock price series contain unit root. However KSS 

nonlinear unit root test suggests weak form inefficiencies for Russian, Romanian and Polish stock 

price series. Moreover, we applied linear and nonlinear panel unit root tests to this group of countries. 

The linear panel unit root test suggests that as a group, they form a weak form efficient market where 

as nonlinear panel unit root test suggests the combined market is inefficient. 

Thus, one of the findings of our study is that it may be possible to outperform the market by 

analysing the past price information and hence technical analysis may work in Russian, Romanian and 

Polish stock markets while for the Bulgarian, Greek, Hungarian, Slovenian and Turkish stock markets 

past price information is found to be already reflected into the stock price so technical analysis seems 

to provide no extra return in these markets. But this result should be concluded preciously and 

consciously, as nonlinear panel unit root test suggests that these markets when considered together are 

not weak form efficient. Anyway, one important conclusion that can be drawn from the results of this 
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study is that, it would be wiser to employ nonlinear methods in stock price forecasting in the emerging 

markets of the CEE countries, as linear methods seems to provide no room, other than by chance, to 

beat the market and earn speculative gains.   

An important implicit conclusion that can be argued from the results of this study by comparing 

the findings obtained by the nonlinear unit root and nonlinear panel unit root tests is that, since 

nonlinear unit root test indicates that only Russian, Romanian and Polish markets are inefficient, the 

major source of inefficiency of European emerging markets is due to the inefficiencies pertaining in 

the structural characteristics of the so called transition economies. So, it can be argued that any market 

that has structural similarities to transition economies carry a high potential of market inefficiency, 

especially inherited in the sources of nonlinearity in the financial data. 

Following the argument that well-functioning equity markets provide beneficial effects on the 

economic growth of developing countries, another implicit implication of our results that may worth 

noting is that the Bulgarian, Greek, Hungarian, Slovenian and Turkish economies can be argued to 

have stronger growth opportunities. 

Another overall conclusion in accordance with the above arguments can be the fact that, 

although almost all of the examined countries experienced rapid developments in the corporate 

governance aspects, they still have to take further measures to overcome market imperfections.  
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Abstract: 

Auditor dismissals are considered to be a threat to audit quality. Several studies have examined auditor 

switches by applying typical statistical analysis. In the present study we deal with the auditor switching problem 

by applying data mining methodologies. Publicly available financial statement and auditing data are used as 

predictors. The optimum vector of significant input variables is defined by employing feature selection. A 

number of data mining classification methods are used to develop models capable of predicting the auditor 

change cases. The methods are compared against the widely used Logistic Regression. According to the results, 

all the data mining methods outperform Logistic Regression. Significant factors associated with auditor changes 

are revealed. The results can be useful to auditing firms, managers, investors, creditors and corporate 

regulators. 
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Introduction 

Modern corporations separate ownership and management. This separation creates incentives 

for non-owner managers to act in their own interests at the expense of shareholders and creditors. In 

order to reduce information asymmetry among managers, shareholders and creditors, companies hire 

independent auditors. However, the conduct of an external audit does not ensure that all material 

misstatements have been reported. In fact, auditing can be of varying quality. DeAngelo (1981) 

defines audit quality as the probability that an auditor will both discover a breach in the accounting 

system and report the breach. When accomplishing their tasks, the auditors may be influenced by 

several factors which constitute corresponding threats for audit quality. The ICAEW (Institute of 

Chartered Accountants in England and Wales, Members Handbook 2001) categorizes these threats as 

1) the self-interest threat, i.e. the interest of not losing the client 2) the self-review threat, when 

reviewing prior-year’s audits 3) the advocacy threat, when the auditor advocates the position of a 

client, and 4) the familiarity threat, when the auditor is over-influenced by senior executives. The self-

interest threat arises from a very real and certain fact. This fact is that, although the auditor must 

remain independent and protect investors and creditors, it is the auditor’s management that determines 

the appointment, retention and audit fees.  

Since auditor dismissal constitutes a threat for audit quality, the auditor switching problem is a 

well-recognized research topic. In the past, several studies have addressed the auditor change problem 

(Johnson, and Lys 1990; DeFond 1992; Krishnan et al. 1996; Lennox 2000; Carcello, and Neal 2003; 

Hudaib, and Cooke 2005; Lin, and Liu 2010). All these studies employ traditional statistical 

techniques like Principal Components Analysis, Probit or Logistic Regression. However, the new Data 

Mining (DM) techniques offer considerable advantages over the statistical ones. Studies that applied 

DM techniques in several auditing related fields report better accuracy rates (Lin, and McClean 2001; 

Tsakonas et al. 2006; Boyacioglou et al. 2009; Koh 2004; Kirkos et al. 2007a; Gaganis et al. 2007; 

Fanning, and Cogger 1998; Kotsiantis et al. 2006; Kirkos et al. 2007b; Kirkos et al. 2010). Traditional 

data analysis formulates a hypothesis and tests this hypothesis against the data, whereas the new 

techniques extract the patterns directly from the data. In addition, DM proposes methods that cover all 

the stages of the knowledge discovery process, including the selection of the task relevant features, the 

development of models, the evaluation of the models’ performance against unknown data and the 

interpretation of the models. Such methodologies have not yet been applied in the field of auditor 

switching research. 

The motivation of the present study is to assess the applicability of DM methodologies for the 

purpose of predicting auditor switching cases. We claim that the publicly available financial statement 

and auditing data contain enough information to develop models capable of predicting auditor 

switching cases. Financial ratios and auditing data are used to formulate an initial set of independent 
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variables. Feature selection is applied to select an optimum set of predictors. Several classification 

methods, including decision trees, neural networks, Bayesian networks, k-nearest neighbours and 

support vector machines, are employed and corresponding models are developed. These models are 

tested against the widely used Logistic Regression. The results provide evidence that the DM models 

outperform Logistic Regression. The performance is evaluated against previously unseen patterns. 

Decision trees, which provide an interpretable model, highlight significant factors associated with 

auditor switching practices. The data set contains data about 338 publicly traded British and Irish 

companies half of which changed auditor during the period 2003-2005. This study adds to the 

understanding of the auditor procurement process by proposing models capable of predicting the 

auditor switching cases. The results can be useful to auditing firms, managers, investors, creditors and 

corporate regulators.  

The paper is organized as follows: Section 2 reviews relevant former research. Section 3 

includes a brief presentation of the employed classification methods. Section 4 presents the research 

methodology and the results. Finally, Section 5 comprises the concluding remarks. 
 

Conclusions 

In order to reduce information asymmetry among managers, shareholders and creditors, 

companies hire independent auditors. However, it is the auditee’s management that determines the 

appointment, retention and audit fees. The threat of a potential dismissal may act as an incentive for 

auditors to compromise their independence and report favourably in order to retain clients. Moreover, 

a company may switch auditor if expects that the new auditor will issue a more friendly report. Since 

auditor dismissal constitutes a threat for audit quality, several studies have examined the auditor 

switching problem. These studies performed typical statistical analysis.  

In the present study we deal with the auditor switching problem by employing data mining 

methodologies. Our sample contains data about 338 UK and Irish companies half of which changed 

auditor during 2003-2005. The initial independent variables concern account values and financial 

ratios, audit qualifications and the type of the auditing firm. By applying feature selection we obtained 

the optimum set of independent variables which can be used as predictors. These variables refer to 

profitability, debt, inventory and the type of the auditor.  

Data mining classification methods have been applied in order to develop models capable of 

predicting the auditor switching cases. These methods are Decision Trees, Neural Networks, Bayesian 

Networks, k-Nearest Neighbours and Support Vector Machines. The models are compared against the 

widely used Logistic Regression in terms of several performance measures. According to the results of 

the 10-fold cross validation evaluation, all the data mining methods outperform Logistic Regression. 

The Bayesian Network achieves the highest accuracy rate, followed by the Decision Tree model 

(84.6% and 78.7% respectively). The Decision Trees method, which provides an interpretable model, 

highlights the variable Gross Profit as the variable that best separates the two class values.  

The present study can be used as a stepping stone for further research. All the independent 

variables used are publicly available financial statement and auditing data. By enriching the input 

vector with variables referring to corporate governance characteristics and other managerial issues the 

performance of the models may be improved. Higher accuracies could also be achieved with the 

employment of performance improvement techniques like bagging or the development of more 

elaborated classifiers like ensembles. Industry-specific studies could reveal industry-specific 

indicators. We hope that the research presented in this paper will therefore stimulate additional work 

regarding these important topics 
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Abstract 

Financial literacy is the ability of the individual to make appropriate financial decisions personally. The 

ability includes understanding the financial products, financial concepts, discussing the financial problems, 

making choices between managing, spending and saving money and responding to the current reforms in 

financial market. With the increased risk of global markets and introduction of more innovative financial 

products, investors are required to make well informed decisions with their money. So, financial Literacy had 

gained its importance across the globe. The objective of the study is to analyse the influence of the financial 

literacy level on individual investment decisions. A sample of 469 investors from Tiruchirapalli was selected by 

way of stratified random sampling method. The primary data collected were analysed with the help of 

percentage analysis and chi-square test using MS Excel. The result shows that except the gender, there are 

relationships between the socio-economic factors and the level of financial literacy possessed by the 

respondents. Following the age and health, responsibilities come as a third factor, which is clubbed with the 

family commitments. This clearly states that our Indian society is always built based on love and affection bound 

with generations.  

 

Keywords: Financial literacy, financial objectives, investment avenues and investment decisions. 
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Introduction  

Financial literacy is the ability to understand finance. More specifically, it refers to the set of 

skills and knowledge that allows an individual to make informed and effective decisions through their 

understanding of finances. Adequate financial knowledge if improved to investors can result in good 

and uniform benefit among gender and geographical regions. Financial knowledge equips the 

individual to distribute his/her wealth according to the nature of his/her risk taking ability, prevailing 

economic condition and other personal factors. Moreover financial literacy helps to keep ones 

retirement life in a comfortable manner. Morris (2001) states that in a world of escalating financial 

complexity, there is an increasing need for financial knowledge and at least basic financial skills. 

Basu (2005) quotes the definition of financial literacy given by the US Financial Literacy and 

Education Commission as “the ability to make informed judgments and to take effective actions 

regarding the current and future use and management of money”. It had gained its importance after the 

deregulation of the financial markets and introduction of new financial product. Financial knowledge 

also helps investors to save their taxes on the returns from their investments and for a smart retirement 

life. In today’s financial world, lot of ability is needed by the investor to navigate through the life 

cycle of a financial product in vagaries of economic condition. With good knowledge about the 

financial product it is even better to understand the analysis and advice of experts.  

Shalini Kalra Sahi (2009) states that the need for promoting financial education among Indians 

arises on account of various demographic, market driven (economic and financial), technological and 

social factors. Imparting financial literacy education is very important for the nation’s economic 

growth and development and hence the successful implementation of the financial literacy 

programmes would lead to various benefits such as increase in financial confidence, better planning 

for future needs, consumer protection and financial inclusion. 
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According to ING Consumer Resourcefulness Survey conducted in January 2011, Indians have 

better financial literacy levels than most others globally and rank second out of 10 leading nations in 

having a basic financial literacy level. The nations under study covers India, the USA, Mexico, The 

Netherlands, Romania, Poland, Belgium, Spain, Korea and Japan. Indians literacy level is 55% just 

behind Japanese. A majority of Indian consumers have not only shown better skills in managing their 

household financial budget but are also confident of facing any financial impediments in future as 

compared to citizens of nine other countries. The survey shows that 84% of Indians prefer buying life 

insurance products as compared to 54% globally. 87% of the households in India have an emergency 

fund for two months or more as against 33% globally. 

Spisak, and Sperka (2011) say that the transaction costs can be increased by the off-market 

regulation (in the form of taxes) on market stability, the overall volume of trade and other market 

characteristics. S. Sveshnikov, and Bocharnikov (2009) state that behaviour of financial indexes 

depends on psychological sentiments of players (investors, traders) and their inclination to buy or sell 

financial tools. 

Boujelbene Abbes, M., Boujelbene, Y., and Bouri, A. (2009) state that self-attribution bias, 

conditioned by right forecasts, increases investors overconfidence and trading volume. F. 

Mierzejewski (2009) says that macroeconomics; financial economics and actuarial sciences fuse 

together in a unified theoretical framework, which can be applied as an alternative to the utility 

maximisation approach. L. Ungureanu, and I.V. Matei (2008) state that since money has a capacity to 

connect the present and the future, conflicts among long-run and short-run economic goals and 

uncertainties of the future make economic decisions very complicated. 
 

Conclusion 

Financial literacy is the ability of the individual to make appropriate financial decisions 

personally. The ability includes understanding the financial products, financial concepts, discussing 

the financial problems, making choices between managing, spending and saving money and 

responding to the current reforms in financial market. The sophisticated financial markets offer 

continuously new financial products in the market. The increase in the level of financial literacy will 

also result in the financial inclusion which is the need of the present Indian economy.  

Case Questions: 

1. How do the socio-economic factors influence the level of financial literacy? 

2. Which source of information influence the decision of individuals in different investment 

avenues? 

3. Which personal factor influences the decision of individuals in investing? 

4. Elucidate the problems faced by individuals and the situations which need an investment plan 

review. 
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Abstract: 

Negative macroeconomic performance issues represent one of the key effects of crisis period. Due to 

many economic crisis related side effects countries became more vulnerable to various types of endogenous and 

exogenous shocks. Exchange rates of the European transition economies became much more volatile as a result 

of increased uncertainty on the financial markets as well as changed behaviour of structural shocks affecting 

exchange rates path during the crisis period. As a result we expect a contribution of the structural shocks to the 

exchange rates path has changed. 

In the paper we analyse sources of exchange rate fluctuations in the European transition economies. We 

estimate the contribution of nominal, supply and demand shocks to NEER and REER variability implementing 

SVAR methodology. Long run restrictions are applied to unrestricted VAR model to identify structural shocks. 

Variance decomposition and impulse-response functions are computed for each individual country for the 

period 2000-2007 and 2000-2011. Comparison of results for both periods is crucial for identification of the role 

of economic crisis in determining exchange rate volatility in the European transition economies. 

 

Keywords: exchange rates, exogenous structural shocks, structural vector autoregression, variance 

decomposition, impulse-response function. 
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Introduction 

Current economic crises deteriorated overall macroeconomic performance of the European 

transition economies. At the same it caused their exchange rates to become much more volatile as a 

result of increased uncertainty on the financial markets as well as changed behaviour of structural 

shocks affecting exchange rates path during the crisis period. 

Decreased predictability of (especially) short-term exchange rates path affected not only 

countries with their own currencies (Bulgaria, Czech Republic, Estonia, Latvia, Lithuania, Hungary, 

Poland and Romania in our sample) but also member countries of the Economic and Monetary Union 

(EMU) (Slovak Republic and Slovenia in our sample). In general, exchange rate stability is considered 

to be one of the most significant outcomes of the Eurozone membership especially for smaller and 

opened transition economies. On the other hand economic and debt crisis related problems negatively 

contributed to the exchange rate stability of the euro. Under such circumstances exogenous character 

of sudden exchange rate shifts in currency unions become a viable vehicle of undesired external 

shocks especially in small open economies. 

In the paper we analyse sources of exchange rate fluctuations in the European transition 

economies. We estimate the contribution of nominal, demand and supply shocks to NEER and REER 

variability implementing SVAR methodology. Long run restrictions are applied to unrestricted VAR 

model to identify structural shocks. Variance decomposition and impulse-response functions are 

computed for each individual country for the period 2000-2007 and 2000-2011. Comparison of results 

for both periods is crucial for identification of the role of economic crisis in determining exchange rate 

volatility in the European transition economies. 
 

Conclusion 

Exogenous structural shocks determined exchange rates in the European transition economies in 

the line with the general empirical investigations though we observed some specific implications and 

related distorting effects of structural shocks during the crisis period leading to the unpredicted 

exchange rate shifts that may be a subject of a further academic discussion focusing on the specific 

causalities of the economic crisis. Variance decompositions and impulse-response functions computed 

from estimated VAR model revealed notable differences in the behaviour of real and nominal 
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exchange rates after being hit by the one standard deviation positive nominal, demand and supply 

shocks as well as in their contribution to the real and nominal exchange rate conditional variability. 

In general, our results mostly confirmed our expectations of the exogenous shocks 

determination potential related to the real and nominal exchange rate conditional variance in our 

sample of ten transition economies during the pre-crisis period. While the role of demand shock seems 

to be crucial in determining the real exchange rate path (not only in the short period) in all ten 

countries, its contribution to the variability of nominal exchange rate has decreased in general 

(Slovenia, the Slovak Republic) or with lag (the Czech Republic, Lithuania, Romania). The role of 

nominal shock and supply shocks in determining nominal and real exchange rate differed reasonably 

in many cases. While nominal shocks changed their contribution especially in the short period, the role 

of supply shocks increased mainly with rising lag. 

Crisis period significantly affected the role of shocks in determining REER and NEER leading 

path in all countries but Hungary and partially in Poland (though minor differences are present in these 

countries too). We emphasize obvious reduction in contribution of demand shock to REER variance in 

Bulgaria, the Czech Republic, Romania and the Slovak Republic associated with increased role of 

supply shock in the Czech Republic, Romania and Slovak Republic and of nominal shock in Bulgaria. 

This trend is also present in NEER variance decomposition though with reduced intensity. We suggest 

the “swap-trigger effect” between two shocks (decreasing role of demand shocks versus increasing 

role of supply shocks) may be considered as the most significant side effect of the crisis related 

causalities that should be the subject of the further rigorous investigation. 

Following our expectations nominal and demand shocks caused immediate REER and NEER 

appreciation in most countries from the group of the European transition economies. Prevailing high 

short-run sensitivity of exchange rates to demand shock resulted in significant vulnerability of REER 

and NEER to sudden shifts caused by substantial aggregate demand components (especially in 

external demand) that seems to be a crucial subject of interest mainly in small opened economies 

(especially the Czech republic, Slovenia, the Slovak republic and Baltic countries). On the other hand 

increasing medium-term and long-term importance of supply shock in determining REER reflects 

increasing role of domestic sources of supply shocks including changes in relative competitiveness 

and productivity. 

Responses of REER and NEER due to crisis effects reflected changed contribution of structural 

shocks to the exchange rate leading path during the crisis period in all ten European transition 

economies. We emphasize short-term destabilizing effects of nominal shocks to REER path in the 

Czech Republic, Hungary and Poland as well as permanent effects of supply shocks on REER path in 

Bulgaria and the Czech Republic as well as NEER path in Slovenia and the Slovak Republic. 

Although it may be difficult to understand and interpret early benefits of Eurozone membership due to 

common crisis effects we suggest our results may contribute to the discussion about short-term and 

long-term effects of sacrificing monetary sovereignty in small open transition economies while still 

leaving room for further empirical investigation. 
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Abstract 

Several studies investigating environmental Kuznets curve (EKC) relationship for biodiversity, suffer 

from limitations and the empirical evidence is inconclusive. More specifically, with few exceptions, the previous 

EKC studies for biodiversity looked into the diversity of a particular species or a number of species rather than 

a broader measure of biodiversity. In addition, these studies do not control for some economic factors that could 

directly or indirectly affect the biodiversity stock such as trade and foreign direct investments. The innovative 

features of this paper are its attempts to estimate an ECK for biodiversity using an overall index of biodiversity 

and the inclusion in the traditional ECK equation of proxies for trade and FDI. We also tested the impact on 

biodiversity of the membership in agreements for biodiversity protection. According to our estimates the ECK is 

partially verified. Rising incomes are associated with increasing biodiversity then with decreasing biodiversity 

and eventually with increasing biodiversity again. 
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Introduction 

Since it first appeared as a formal concept in the early 1990s, the environmental Kuznets curve 

(EKC) hypothesis
2
 has engendered significant debate within academic and policy literature.  

Whether the Environmental Kutznets curve relationship holds for biodiversity loss or not is a 

particularly challenging issue to investigate. In fact, there may be some biodiversity losses that cannot 

be continuously substituted with better production technology and thus the ECK hypothesis would be 

rejected. 

The empirical literature investigating the EKC relationship for biodiversity is not particularly 

recent, suffers from some limitations and it is inconclusive. With few exceptions, the previous EKC 

studies for biodiversity looked into the diversity of a particular species or a number of species rather 

than into a broader measure of biodiversity. In addition, these studies do not account for some 

economic factors that could directly or indirectly affect species diversity such as trade and foreign 

direct investments (FDI). International trade, in fact, could influence the biodiversity trough the effects 

on economic growth, on production specialization and on technological innovation diffusion. The 

presence or not of FDI in a country, on the other hand, could help in assessing the “pollution haven” 

stating that foreign investors from industrial countries are attracted to weak environmental regulations 

in other countries. This principle says that a company would want to locate in a country with the 

lowest environmental standards for using less environmental friendly production techniques. This 

hypothesis, if verified, has obvious negative feedbacks on biodiversity. 

The innovative features of this paper are its attempts to estimate ECK for biodiversity using an 

overall index of biodiversity terrestrial and marine and the inclusion in the traditional ECK equation of 

proxies for trade and FDI for the main OECD countries in the time period 1990-2010. We also tested 

the impact on biodiversity of the membership in international agreements for biodiversity protection 

and in particular the Convention for Biological Diversity. 

The paper is organized as follows. The first section conducts a critical survey of the most recent 

empirical literature, the second and the third sections describe the empirical strategy, the equation and 

the dataset and the estimation results. Conclusions follow. 
 

                                                 
1
 The views expressed in this paper are those of the author and do not necessarily represent the institutions with 

which the author is affiliated. Any error or mistake remains authors’ sole responsibility.  
2
 The hypothesis states that environmental degradation will increase with economic development up to a point, 

upon which additional development will lead to a decline in environmental degradation. 
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Conclusions 

Whether the Environmental Kutznets curve relationship holds for biodiversity loss or not is a 

particularly challenging issue to investigate. In fact, there may be some biodiversity losses that cannot 

be continuously substituted with better production technology. The studies investigating the EKC 

relationship for biodiversity, with few exceptions are subject to various limitations. First of all, 

different authors use heterogeneous measures of biodiversity making the comparison among the 

different empirical findings impossible and therefore the empirical evidence is inconclusive. 

In this paper we measure biodiversity in terms of percentage of terrestrial and marine area under 

conservation, to make possible for the indicator to both decrease and increase in order to test the ECK 

hypothesis. If we would have measured biodiversity in terms of the number of animal or plant species, 

an increase might not be possible, at least not on a timescale of interest. Furthermore, for the specific 

purpose of this paper, a proper measure of biodiversity had to be able to account for other factors that 

directly affect species diversity such as trade and FDI. 

According to our estimates for 34 OECD countries in the period 1990-2010 the ECK hypothesis 

is verified. Rising incomes are first associated with increasing biodiversity (decreasing ES) then with 

decreasing biodiversity (increasing ES) and eventually with increasing biodiversity again (decreasing 

ES). 

The non-monotonic relationship could be explained by the fact that a certain level of income 

(production) there may be some biodiversity losses that cannot be continuously substituted with 

“economically accessible” environmental-friendly production technology due to ecological threshold 

and the unique nature of the damage. The following new increase of biodiversity could be explained 

by the fact that at a certain level of income it is possible to restore/ increase biodiversity also using 

very expensive environmental-friendly production technology. 

We also find a positive and significant relationship between CBD membership and biodiversity 

level. Thus it seems that rather than passively relying on simple economic growth to protect 

biodiversity, taking direct policy actions at national and international level can have positive impacts 

(i.e., international treaties and protocols).  

We included in our regression interaction terms between the environmental regulations dummy 

and the other regressors (table 2). With the inclusion of these terms, the estimated coefficients indicate 

the difference in effects of the variable on the dependent variable between countries that had signed 

the CBD and those that had not. 

We found a positive and significant coefficient for per capita GDP and for the percentage of 

urban population. This evidence seems to show that for OECD countries having signed the CBD 

increased the positive impact of the per capita GDP and partly mitigated (by the amount of the 

estimated coefficient) the negative impact on biodiversity of the urban population pressure. 
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Abstract: 

The categories or types of income included in the turnover characterize the profile of the basic business 

and, naturally, have the largest share in the total income of the entity. 

Analysing the layout of the profit and loss we see that the net turnover also includes the operating 

subsidies reflected through the 7411 "Income from subsidies related to turnover" account. 

In our opinion proceeds from the sale of goods cannot be recognized in case of the internal operations 

within companies, such as: the transmission of products and goods for sale in own shops, the use of goods for 

the internal needs of the company etc. 

 

Keywords: net turnover, profit and loss, income earned, revenue from services rendered, finished products, 

waste products, royalties, income from work, trade discounts offered. 

 

JEL Classification: M12, M54, J53 

 

Introduction 

In the accounts related to revenues on sales of goods the entries are made in the moment of 

delivery of goods to customers, of deliveries based on invoice or in other conditions stipulated in the 

contract so that the transfer of ownership to the customer is confirmed.  

The income from sales of goods is reflected in the books of accounts using synthetic accounts of 

first degree which constitute the group 70 "Net turnover" namely 701 "Sales of finished products", 702 

"Sale of semi-finished products", 703 "Sales of residual products", 704 "Services rendered", 705 

"Revenues from research studies", 706 "Rental and royalty income", 707 "Sale of goods purchased for 

resale", 708 "Revenues from sundry activities" and 709 "Trade discounts offered".  
 

Conclusion 

The analysis of the abovementioned criteria allows us to consider that the proceeds from the 

sale of goods cannot be recognized in case of the internal operations within companies, such as: the 

transmission of products and goods for sale in own shops, the use of goods for the internal needs of 

the company etc. However this rule is not always respected in practice. 

Analysing the operation of the two accounts, according to the specifications made by the Chart 

of accounts, we notice that the category of goods include also the finished products obtained from own 

production subsequently transferred to own stores to be sold directly to consumers, both businesses 

and individuals.  

In principle, the accounting of revenue from combined transactions is not a complicated 

operation; important is the separation of incomes by their nature. 
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Abstract: 

The aim of the paper is to draw up a simplified model of an interaction dynamics in work groups. A work 

group in this model is considered to be a system whose behaviour can be expressed through four variables which 

are functions of time; to be specific, by means of: the interaction intensity among the work group members, level 

of friendly relations among the work group members, level of activity and initiative of the work group members 

and the level of external pressure of the workgroup’s surroundings exerted on the group members. Further, the 

proposed system of interaction in work groups is investigated from the view of the general theory of system 

regulation. A regulated system is considered to be a group of workers and the regulated quantity is the level of 

friendly relations among the group members and/or the level of activity and initiative among the group members. 

A regulating system consists of a system of conditions present in the group in a certain period of time which 

affect achieving the equilibrium state of the system. Some dependences resulting from the proposed model are 

also interpreted. 

 

Keywords: model, interaction, work group, information exchange, negative feedback system, work relations 
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Introduction 

Theorists have been puzzling over human group and its dynamics for centuries (Homans 1951; 

Jardillier 1980; Shaw 1980; Wheelan, and Todd 2003; Hogg, and Vaughan 2008; Engleberg, and 

Wynn 2009). In spite of their endeavour they are not of one mind even when it comes to defining the 

word group (Forsyth 2009). There have been many researches that explore patterns of work group 

interaction since 1960 (Likert 1961; Tuckman 1965; Townsend et al. 1968; Gersick 1988; Perlow et 

al. 2004). The purpose of our paper is to describe a simplified model of an interaction dynamics in 

work groups that will help us to understand more clearly what we are observing in organizations. 
 

Conclusion 

Conclusions drawn from the investigation into the equilibrium state and stability of the system 

of “interaction in work groups” are also in line with empirical knowledge obtained from research 

relating properties of highly effective work groups, i.e. groups characterized by harmonic behaviour.  

Based on the research (Cartwright, and Zander 1953; Likert 1961; Perlow et al. 2004; Tuckman 

1965; Wheelan, and Todd 2003) it was found that it is typical of an effective group, for example, that 

it exists for a sufficient period of time, which results in the fact that the workers in this group could 

create an adequate level of interaction among the group members. In view of the presented model, 

time is one of the factors influencing the achievement of the value of both individual variable models 

and the coefficients α, β, a, and b, as well as the coefficient c in such a value that the system is stable 

and the group behaves harmonically.  

Further, there is a high degree of confidence among the members of highly effective groups and 

their leadership. This fact is again reflected by the model in the way that the equilibrium state of the 

investigated system is dependent upon the positive relations of group members to external pressure, 

because here A0 > E0 and the system equilibrium is stable. 

A highly effective group is also characterized by the fact that the values and goals of the group 

are sufficient integration and reflection of their members' mutual values and needs. The group 

members are highly motivated to persist in main values and the achieving of significant goals of the 

group. In the group, there is a lot of activity and initiative exerted by the group members in order to 

fulfil the group's goals and thus the goals of the individuals in the group. As a result, a high value of 
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the spontaneity coefficient 1/β is achieved, which is desirable for the stability of the system 

equilibrium. This could be an interpretation of other dependences found on the basis of the 

behavioural analysis of the created regulation circuits and then the individual causes, which result in 

making the values of the basic parameters characterizing the group, either as a group able to achieve 

the equilibrium state and stability in their behaviour, i.e. a group with effective harmonic behaviour, or 

as a low effective group, can be synthesized. 

We are also aware of the fact that the model of the system – “interaction in work groups” – is 

simplified compared to the complexity of relations in interaction among members of a work group. 

Despite this fact, the model helps to clarify the concept of investigation into independence or 

dependence of the factors affecting this process in the group and it also helps to derive new statements, 

which can, having been verified in practice, support comprehension of the behaviour of work groups. 

This procedure of research into the interaction process in the group also shows the possibilities of 

utilization the general theory of system regulation for investigation into dependences in human 

behaviour. 
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Abstract 

This study features the impact of takeovers on the event firms traded on the Stock Exchange of Thailand 

(SET). The study investigates a long-window abnormal return, or during a period of twelve months before and 

after the announcements using several metrics. The traditional models and the latest research method were 

employed for the abnormal return estimation for the bid period. These are the market and market-adjusted 

models and the matched reference portfolio of firms. The cumulative abnormal return (CAR), buy-and-hold 

abnormal return (BHAR) and monthly average abnormal return methods were used for the measurement of the 

returns of the two sets of firms. Both parametric and non-parametric test statistics were also used. The results 

suggest that target firm’s shareholders gain substantial and positive abnormal returns; meanwhile bidding 

firm’s shareholders realize positive rather than negative abnormal returns. The total gains are positive at 

37.63% explaining takeovers create values.  

 

Keywords: M&A, takeover, total gain, shareholder wealth, event study, Thailand. 
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Introduction  

Forms of the event study methodology has been the predominant method used to measure stock 

price responses to merger or takeover announcements, and most studies suggest that target firm 

shareholder returns are on average significantly positive; meanwhile, the evidence on bidding firms is 

far less conclusive (e.g., Campa, and Hernando 2004; Eckbo 2009). Consequently, even though a 

number of studies report positive total abnormal returns, or total gains; some argue that takeovers have 

negative effects (e.g., Jensen 2006; Martynova, and Renneboog 2011; part of results reported by 

Akbulunt, and Matsusaka 2010).  

Thus, this research was undertaken to explore this issue in a Thai context: whether or not 

takeovers result in positive or negative effects on target and bidding firms’ shareholders and 

subsequently their total gains. The study primarily based on a sample of successful tender offers. The 

analysis emphasized abnormal performance measurement by using monthly stock price data. Several 

more metrics were used. In addition to the market and market-adjusted models, the matched reference 

portfolio method, which is the latest research method, was employed for the abnormal return 

estimation for the long-term (bid period). The cumulative abnormal return (CAR), buy-and-hold 

abnormal return (BHAR) and monthly average abnormal return methods were also used for the 

measurement of the returns to the target and bidding firms. This study provides evidence that the 

takeovers, occurring in the Thai stock market result in substantially positive total gains to the event 

firms. This study enriches the financial literature on emerging markets in terms of greatly enhancing 

variety results and provides a further comparison with developed stock markets.  
 

Conclusion 

This study gives light to many results which are robust. The findings are consistent with each 

other, particularly in terms of the return direction, when comparisons are made amongst the market, 

market-adjusted models and the matched reference portfolio method; between the CAR and BHAR 

methods and also with the monthly average abnormal return method. The results are thus internally 

consistent when compared within this study itself, and also with most of the findings of previous 

studies of the developed stock markets and the limited existing studies of emerging stock markets, 

with respect to the different samples, methods and time periods of the investigations.  

This research contributes to the understanding more of the impact of takeover effects on the 

target and bidding firms traded on the SET. The main findings suggest that a Thai takeover 

announcement results in substantial abnormal returns to the event firms. The average total gains are 

considerable and positive at 37.63% indicating takeovers create values. The results add to the literature 

on emerging markets in terms of enhancing the existing literature, given the limited number of prior 
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studies involved and limited ways of applying research methodologies, and international comparisons 

of takeover effects on the Thai stock market.  
 

References 

[1] Akbulut, M.E., and Matsusaka, J.G. 2010. Fifty years of diversification announcements. Financial 

Review 45(2): 231-262. 

[2] Aktas, N., de Bodt, E., and Declerck, F. 2002. Is there information leakage around business 

combinations on the French market. SSRN Working Paper. 

[3] Baker, R.D., and Limmack, R.J. 2001. UK takeovers and acquiring company wealth changes: The 

impact of survivorship and other potential selection biases on post-outcome performance. Working 

Paper. University of Stirling.  

[4] Beitel, P., Schiereck, B., and Wahrenburg, M. 2002. Explaining the M&A - success in European 

bank mergers and acquisitions. Working Paper. Institute for Mergers and Acquisitions. University 

of Witten/Herdecke. 

[5] Bhagat, S., Dong, M., Hirshleifer, D., and Noah, R. 2005. Do tender offers create value? New 

methods and evidence. Journal of Financial Economics 76(1): 3-60. 

[6] Bouwman, C., Fuller, K., and Nain, A. 2003. The performance of stock-price driven acquisitions. 

Working paper. University of Michigan.  

[7] Bradley, M., Desai, A., and Kim, E.H. 1988. Synergistic gains from corporate acquisitions and 

their division between the stockholders of target and acquiring firms. Journal of Financial 

Economics 21: 3-40. 

[8] Brown, P., and da Silva Rosa, R. 1998.Research method and the long-run performance of 

acquiring firms. Australian Journal of Management 23(1): 23-38. 

[9] Brown, S.J., and Warner, J.B. 1980. Measuring security price performance. Journal of Financial 

Economics 8: 67-120. 

[10] Brown, S.J., and Warner, J.B. 1985. Using daily stock returns: The case of event studies. Journal 

of Financial Economics 14: 3-31. 

[11] Bruner, R.F. 2002. Does M&A pay? A survey of evidence for the decision-maker. Journal of 

Applied Finance 12: 48-68. 

[12] Burkart, M., and Panunzi, F. 2006. Takeovers. ECGI-Finance Working Paper. No. 118/2006. 

[13] Campbell, C.J., and Wasley, C.E. 1993. Measuring security price performance using daily 

NASDAQ returns. Journal of Financial Economics 33: 73-92. 

[14] Campa, J.M., and Hernando, I. 2004. Shareholder value creation in European M&As, European 

Financial Management 10(1): 47-81. 

[15] Claessens, S., Djankov, S., Fan, J.P.H., and Lang, L.H.P. 1998. Diversification and efficiency of 

investment by East Asian corporations. World Bank Working Paper.  

[16] Cowan, A.R., and Sergeant, A.M.A. 2001. Interacting biases, non-normal return distributions and 

the performance of tests for long-horizon event studies. Journal of Banking and Finance 25: 741-

765. 

[17] Cybo-Ottone, A., and Murgia, M. 2000. Mergers and shareholder wealth in European banking. 

Journal of Banking and Finance 24: 831-859. 

[18] Da Silva Rosa, R., Izan, H.Y., Steinbeck, A., and Walter, T. 2000. The method of payment 

decision in Australian takeovers: An investigation of causes and effects. Australian Journal of 

Management 25(1): 67-94. 

[19] Datta, D.K., Pinches, G.E., and Narayanan, V.K. 1992. Factors influencing wealth creation from 

mergers and acquisitions: A meta-analysis. Strategic Management Journal 13: 67-84. 



Journal of Applied Economic Sciences 
 

[20] Dodd, P., and Ruback, R. 1977. Tender offers and stockholder returns. Journal of Financial 

Economics 5: 351-373. 

[21] Dumontier, P., and Petitt, B.S.P. 2002. Determinants of returns of acquiring firms around tender 

offer announcements: Evidence from French control-oriented and parent-subsidiary offers. 

Working Paper. ESA Universite de Grenoble. 

[22] Dyckman, T., Philbrick, D., Stephan, J., and Ricks, W.E. 1984. A comparison of event study 

methodologies using daily stock returns: A simulation approach. Journal of Accounting Research 

22: 1-33. 

[23] Eckbo, B.E. 1983. Horizontal mergers, collusion, and stockholder wealth. Journal of Financial 

Economics 11: 241-273. 

[24] Eckbo, B.E. 2009. Bidding strategies and takeover premiums: A review. Journal of Corporate 

Finance 15: 149-178.   

[25] Eckbo, B.E., and Thorburn, K. 2000. Gains to bidder firms revisited: Domestic and foreign 

acquisitions in Canada. Journal of Financial and Quantitative Analysis 35(1): 1-25. 

[26] Ellert, J.C. 1976. Merger antitrust law enforcement, and stockholder returns. Journal of Finance 

31: 715-732. 

[27] Estrada, J., Kritzman, M., and Page, S. 2006. Countries versus industries in emerging markets: A 

normative portfolio approach. Journal of Investing 15(4): 19-28. 

[28] Fama, E.F. 1998. Market efficiency, long-term returns, and behavioural finance. Journal of 

Financial Economics 49: 283-306. 

[29] Fan, J.P.H., and Goyal, V.K. 2006. On the patterns and wealth effects of vertical mergers. Journal 

of business 79(2): 877-902.  

[30] Fauver, L., Houston, J., and Naranjo, A. 2003. Capital market development, integration, legal 

systems, and the value of corporate diversification: A cross-country analysis. Journal of Financial 

and Quantitative Analysis 38 (1) (March): 135-157.  

[31] Fernandes, N. 2005. What level of portfolio disaggregation in emerging market investments? 

Journal of Portfolio Management 31: 41-49.  

[32] Fields, L.P., Fraser, D.R., and Kolari, J.W. 2007. Bidder returns in bank assurance mergers: Is 

there evidence of synergy? Journal of Banking & Finance 31: 3646-3662. 

[33] Firth, M. 1997. Takeovers in New Zealand: Motives, stockholder returns, and executive share 

ownership. Pacific-Basin Finance Journal 5: 419-440. 

[34] Floreani, A., and Rigamonti, S. 2001. Mergers and shareholders wealth in the insurance industry. 

Working Paper. Universita Cattolica del S. Cuore.  

[35] Franks, J., Harris, R., and Titman, S. 1991. The post-merger share-price performance of acquiring 

firms. Journal of Financial Economics 29: 81-96. 

[36] Ghosh, A. 2001. Does operating performance really improve following corporate acquisitions? 

Journal of Corporate Finance 7: 151-178. 

[37] Ghosh, A. 2004. Increasing market share as a rational for corporate acquisitions. Journal of 

Business Finance & Accounting 31(1-2): 209-247. 

[38] Goergen, M., and Renneboog, L. 2002. Shareholder wealth effects in large European takeover 

bids. Working Paper. University of Manchester Institute of Science and Technology.  

[39] Goergen, M., and Renneboog, L. 2004. Shareholder wealth effects of European domestic and 

cross-border takeover bids. European Financial Management Journal 10(1): 9-45. 



Volume VII Issue 3(21) Fall 2012 

364 

 

[40] Gregory, A., and McCorriston, S. 2002. Foreign acquisitions by UK limited companies: Long-run 

performance in the US, continental Europe and the rest of the world. Working paper. Financial 

Markets Research Centre. University of Exeter. 

[41] Healy, P.M., Palepu, K.G., and Ruback, R.S. 1992. Does corporate performance improve after 

mergers? Journal of Financial Economics 31: 135-175. 

[42] Herman, E., and Lowenstein, L. 1988. The efficiency effects of hostile takeovers. In John Coffee, 

Jr., Louis Lowenstein, & Susan Rose-Ackerman (Eds.). Knight, Raiders and Targets. Oxford: 

Oxford University Press. 

[43] Holmen, M., and Knopf, J. 2004. Minority shareholder protections and the private benefits of 

control for Swedish mergers. Journal of Financial and Quantitative Analysis 39(1): 167-91. 

[44] Hou, K., Olsson, P., and Robinson, D. 2000. Does takeover increase stockholder value? Working 

paper. University of Chicago.  

[45] Houston, J.F., James, C.M., and Ryngaert, M.D. 2001. Where do merger gains come from? Bank 

mergers from the perspective of insiders and outsiders. Journal of Financial Economics 60: 285-

331. 

[46] Jarrell, G.A., Brickley, J.A., and Netter, J.M. 1988. The market for corporate control: The 

empirical evidence since 1980. Journal of Economic Perspectives 2(1): 49-68. 

[47] Jensen, M.C. 2006. Takeovers: The controversy and the evidence. SSRN Working Paper. 

[48] Jensen, M.C., and Ruback, R.S. 1983. The market for corporate control. Journal of Financial 

Economics 11: 593-638. 

[49] Kang, J.K, Shivdasani, A., and Yamada, T. 2000. The effect of bank relations on investment 

decisions: An investigation of Japanese takeovers bids. Journal of Finance 55: 2197-2218. 

[50] Khanna, T., and Palepu, K. 2000. Is group affiliation profitable in emerging markets? An analysis 

of diversified Indian business groups. Journal of Finance 55: 867-891. 

[51] King, M.R. 2009. Pre-bid run-ups ahead of Canadian takeovers: How big is the problem? 

Financial Management 38(4): 699-726. 

[52] Kothari, S.P. 2001. Capital markets research in accounting. Journal of Accounting and Economics 

31(March): 105-231. 

[53] Kothari, S.P., and Warner, J.B. 1997. Measuring long-horizon security price performance. 

Journal of Financial Economics 43: 301-339. 

[54] Kuipers, D., Miller, D., and Patel, A. 2002. Shareholder wealth effects in the cross-border market 

for corporate control. Mimeo. Indiana University. 

[55] Lang, L.H.P., Stulz, R.M., and Walkling, R.A. 1989. Managerial performance, Tobin’s q, and the 

gains from successful tender offers. Journal of Financial Economics 24: 137-154. 

[56] Lins, K., and Servaes, H. 2002. Is corporate diversification beneficial in emerging markets? 

Financial Management Summer: 5-31. 

[57] Loughran, T., and Vijh, A.M. 1997. Do long-term shareholders benefit from corporate 

acquisitions? Journal of Finance 52: 1765-1790. 

[58] Mandelker, G. 1974. Risk and return: the case of merging firms. Journal of Financial Economics 

1: 303-335. 

[59] Martijn, C., Vinay, B., and Kose, J. 2009. Takeovers and the cross-section of returns. The Review 

of Financial Studies 22(4): 1409-1445. 

[60] Martynova, M., and Renneboog, L. 2008a. A century of corporate takeovers: What have we 

learned and where do we stand? Journal of Banking & Finance 32(10): 2148-2177. 

[61] Martynova, M., and Renneboog, L. 2011. The performance of the European market for corporate 



Journal of Applied Economic Sciences 
 

control: Evidence from the 5
th
 takeover wave. European Financial Management 17(2): 208-259.  

[62] Moeller, S.B., Schlingemann, F.P., and Stulz, R.M. 2005. Wealth destruction on a massive scale? 

A study of acquiring-firm return in the recent merger wave. Journal of Finance 60(2): 757-782. 

[63] Mulherin, J.H., and Boone, A.L. 2000. Comparing acquisitions and divestitures. Journal of 

Corporate Finance 6(2): 117-139. 

[64] Parrino, J.D., and Harris, R.S. 1999. Takeovers, management replacement, and post-acquisition 

operating performance: Some evidence from the 1980s. Journal of Applied Corporate Finance 

11(4): 88-97. 

[65] Rosen, R.J. 2006. Merger momentum and investor sentiment: The stock market reaction to 

merger announcements. Journal of Business 79(2): 987-1017. 

[66] Schwert, G.W. 1996. Mark-up pricing in mergers and acquisitions. Journal of Financial 

Economics 41: 153-192. 

[67] Schwert, G.W. 2002. Anomalies and market efficiency. Working Paper. No. FR 02-13. 

University of Pennsylvania. 

[68] Smith, R., and Kim, J. 1994. The combined effects of free cash flow and financial slack on bidder 

and target stock returns. Journal of Business 67(2): 281-310. 

[69] Varaiya, N.P. 1985. A test of Roll's hubris hypothesis of corporate takeovers. Working Paper. 

Southern Methodist University. 

 



Volume VII Issue 3(21) Fall 2012 

366 

 

AGENT-BASED DESIGN OF BUSINESS INTELLIGENCE SYSTEM 
ARCHITECTURE 

 

Roman ŠPERKA 

Silesian University in Opava, School of Business Administration in Karvina 

Department of informatics, Czech Republic 

sperka@opf.slu.cz  

 
Abstract:  

Business intelligence is a business management term used to describe applications and technologies 

which are used to gather, provide access to, and analyse data and information about the organization, to help 

make better business decisions. The multi-agent approach provides a feasible solution for construction of the 

business intelligence system. This paper firstly briefly introduces the traditional business intelligence 

architecting principles and multi-agent approach. Secondly, a design of business intelligence system 

architecture is proposed, which is composed of the system framework, agent description and system workflow. 

This design allows to reduce effectively the construction costs of business intelligence systems and to extend the 

applied scope of business intelligence by minimizing the amount of data transfer and data storage. Using the 

predictive functionality of the system can bring a significant competitive advantage of business units. The paper 

presents a new approach for business intelligence architecture modelling, representing an extension over 

existing systems. 
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Introduction  

Business intelligence (BI) is a business management term used to describe the applications and 

technologies used to gather, provide access to, and analyse data and information about an enterprise, in 

order to help them to gain more competitiveness. (Nicholls 2006) 

BI technologies include traditional data warehousing technologies such as the reporting, ad-hoc 

querying, and online analytical processing (OLAP). More advanced BI tools also include data-mining, 

predictive analysis using simulations, web services and advanced visualization capabilities. 

Traditionally, BI systems have been architected with the focus on the back-end, which is usually 

powered by data warehousing technologies. Lately, architectures for BI have evolved towards 

distributed multi-tier analytic applications. (Wu, Barash, and Bartolini 2011) 

In this paper we describe the architecture of BI system based on the multi-agent approach 

(Spišák, and Šperka 2011). The existing approaches to construction of the BI system seriously 

hampered the popularization and development of BI because of the high construction costs. This work 

introduces multi-agent technology into the design of BI system to provide the prediction possibilities 

and to effectively reduce the construction costs of BI system. 

This paper is structured as follows. Section 2 briefly introduces the traditional BI architecting 

principles and the BI framework is explained in more detail. In section 3 the multi-agent approach is 

presented. In order to explain the use of mobile agents in our proposal the advantages of this type of 

agents are declared. Section 4 presents the design of the BI architecture based on the multi-agent 

approach in detail. 
 

Conclusion 

This paper proposes the architecture of BI system based on the multi-agent approach. Presented 

architecture is described in three elements in detail, namely BI system framework, agent description 

and BI system workflow. The application of designed system can effectively reduce the construction 

costs of BI systems and extend the applied scope of BI by minimizing the amount of data transfer and 

data storage. Using the predictive functionality of the proposal can be a significant competitive 

advantage of business units. 

The outline of the architecture can be seen as a basis for the further research especially in the 

specifying the algorithms used for prediction and in order to develop such implementation for the real 

existing companies. 
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Abstract 

The paper investigates how the success of an enterprise, particularly a small enterprise, can be measured 

and quantified. The methodology undertakes a review of the state-of-the-art and comes with own suggestions for 

defining factors (or indicators) that determine success of small and medium enterprises (SMEs). The paper 

presents different approaches to defining enterprise success and discusses whether subjective or objective 

measures should be applied.  

Our findings directly inform the theoretical model presented in this study. The literature review enabled 

to draw both the theoretical model and the economic model that would test the success factors and their 

potential impact. 

This study offers an insight into the SMEs issue and their functioning on the market. The results have 

significant implications for the researches and policy-makers and can become a basis for preparing relevant 

enterprise support policies. 

 

Keywords: small and medium enterprises, theory of the firm, internal and external factors of enterprise success, 

economic modelling. 
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Introduction 

This paper presents an overview and an insight of both internal and external factors that form 

the small enterprise success. Amongst various definitions of firm’s success that are outlined and 

discussed in research literature, one can identify factors influencing small and medium enterprise 

success.  

In general, two groups of factors (those internal to the firm and external to the firm) can be 

outlined. In addition, factors that could potentially have some positive impact on enterprise growth and 

success might be further selected for an additional analysis and tested by the means of the econometric 

model. 

This paper is organized as follows. Section 2 presents an overview of the definition of a small 

enterprise success. Section 3 describes the indicators of success. Section 4 discusses some potential 

pitfalls in using various measures of success. Section 5 introduces the internal and external factors of 

enterprise success and assessed their impacts. Section 6 outlines an economic model for testing the 

small enterprise success. Section 7 summarizes the main findings and draws main conclusions and 

discussions. 
 

Conclusions 

This paper presented analysed the theories of enterprise success and the determinants of its 

success. Although many measures of success are used in research literature, the most robust and 

commonly used factors are: enterprise profits, employment and turnover change over a given period.  

Throughout the analysis conducted in this study the research literature was reviewed to find 

factors influencing enterprise success. Two groups of factors (those internal to the firm and external to 

the firm) have been outlined and described in detail. In addition, factors that could potentially have 

some positive impact on enterprise growth and success have been selected for further analysis. The 

literature that has been reviewed directly informs the theoretical model and methodology used in this 

study. All these gave us the grounds to formalize both the theoretical model and the econometric 

model of determining the factors that influence success of small and medium enterprises. 
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