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Abstract 

 The major aim of the study is to identify the factors related to the implementation of Quality 

Management practices in manufacturing units from organization perspective, based on an empirical analysis 

and to identify the relationship between TQM implementation and organizational strategy. This study is limited 

to small manufacturing units registered with confederation of Indian Industries in Tamil Nadu. The instrument 

used in this study is a survey questionnaire. The samples of 110 units are selected for the study. The study 

implies that the presence of people involvement based organization strategy influenced the successful 

implementation of TQM and its success depends on the dimensions of top management involvement and 

organization culture which resulted in higher organizational performance. This encourages managers to 

accompany their TQM practices with the infusion and reinforcement of employee empowerment, shared vision, 

and style of an organization. 

 

Keywords: manufacturing unit, organizational strategy, Tamil Nadu, TQM. 

 

JEL Classification: M10, M11, M19 

 

1. Introduction 

 Global competitive trend has made corporate to think of quality way of satisfying their 

customer. To compete in a global market, units must be equipped with the latest technology, up-to-

date information, skilled employees and advanced managerial skills. The concept of quality 

management originated as a consequence of the question of survival during tough competition. It is a 

people oriented approach and has many implications on the strategy of the organization. Thus, the 

present study focuses on whether the organizational strategy influences the implementation of quality 

management practices in manufacturing units and to recognize the relationship between the same. 

2. Review of literature 

A thorough analysis of literature pinpoints that only selective organisations have made 

predominant continual improvements through quality programs and the success of TQM depends on 

organisation strategy, shared values, management style, and organizational structure (Robin Mann, 

Dennis Kehoe, 1993). Many researchers have identified the relationship between TQM practices and 

relevant factors like organisational strategy, culture. TQM and lean manufacturing recently become 

pervasive primary strategy for manufacturing performance enhancement (Anvari, 2011). Process 

Alignment and People Involvement are two key strategies for successful implementation of TQM. It 

provides useful insight into the organization that uses TQM as an organization strategic program 

(Richard et al., 2004). Corporate case methods revealed that organisation may change their strategic 

approaches through TQM outcomes. Larger companies tend to gain greater benefits from TQM than 

smaller firms. The findings have implications for managers wishing to formulate a business strategy 
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based on TQM (Milé Terziovski, Danny Samson, 2000) and several authors have stressed the need for 

analysis of influence of strategy towards quality practices. It will lay out a simple, straightforward 

approach that how to utilize this new strategic management tool (Laza et al., 1990). The study 

revealed that differences in TQM implementation depending on the selected strategy. It is also noticed 

that companies with greater degrees of co-alignment between their strategies and TQM are those with 

the highest levels of performance (Mar Fuentes et al., 2006). 

Conclusion 

Manufacturing units are the backbone of economic growth. These units are the major sources 

of technological innovation and new products. TQM practices are essential for units to face 

competition in era of globalization. Hence the adoption of TQM becomes very important for the 

attainment of a sustainable development. To be effective, TQM practices must be associated with its 

organisation strategy. The results of the present study suggest that implementation of TQM must be 

correlated with people involvement strategy of the organisation. 

The study provides a model of critical success factors of TQM practices. Including other 

dimensions of organisation, a comparative of TQM practices of manufacturing with those of service 

enterprises may be carried out. Further research methods using case studies are required to analyse the 

relationship between strategy and quality initiatives. 
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Abstract:  

Slovak companies record conflicting responses regarding the use of the balanced scorecard (BSC) 

system in practice. Apart from information on positive results there are reports referring to negative 

experiences, documenting the insufficient contribution of the BSC system. The starting point of the research 

described in this paper is based on the assumption that the BSC is not meeting the management expectations to 

the required level it was implemented into practice, yielding limited contribution, or reduced functionality. The 

results presented were aimed to verify the functionality or disfunctionality of the BSC system and identify its 

degree in those Slovak companies businesses where the methodology has been applied. 
 

Keywords: Balanced scorecard, strategy, research, benefits BSC, functionality/dysfunctionality BSC. 
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1. Introduction  

The methodology of the balanced scorecard (BSC) has been originally developed for 

performance measurement by Kaplan and Norton (2000), who were convinced that measuring 

company performance so “solely“ on  the basis of financial indicator is no longer sufficient and does 

not  fully correspond to the reality. It has been spreading throughout the word since its inception. The 

fact is supported by lots of research findings of reputable institutions e.g. Balanced Scorecard Institute, 

Bain & Company etc., results of studies conducted by Hoque & James (2000), Ittner, Larcker & 

Randall (2003), Davis & Albright (2004), Lipe & Salterio (2002), Olson & Slater (2002), Malina & 

Selto (2001), Bilodeau & Rigby (2007).  

Further research findings (Bilodeau, Rigby 2007) show substantial growth in the application 

of BSC systems in the world that started in the year 2002, accompanied with improved ordering of the 

rest of the tools supporting management, to have been in active use with as much as 65 % of 

companies since 2006. Currently, the BSC is occupying a prominent position among other tools of 

company management.  

This contribution is presenting BSC methodology as being applied in Slovak companies, all 

these based on a survey performed in year 2010. With due respect to the original theoretical 

assumption of international authors (Kaplan, Norton 2001, 2005, Johnson, Scholes 2000, Horvath & 

Partners 2002, Vysušil 2004), as well as to the publications of local authors (Gavurová 2011, 

Mihalčová, Gavurová 2007, Slávik 1999), the authors of have focused their research on the 

verification of functionality or dysfunctionality of the BSC system in selected Slovak companies. 

Conclusion  

The contribution was oriented on the system of factors affecting the full functionality of the 

BSC methodology and the mutual relations among them. The research conducted helped identify and 

compare the expected and actual benefits of the BSC, measure of functionality and measure of 

dysfunctionality, further categorizing the causes of the status and the mutual relations between the 

individual causes with a representative sample of Slovak companies. As the problem of BSC is rather 
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extensive, the contribution is presenting only the selected outputs of the research mentioned. Not 

included are e.g. the quantification of benefits in the form of value-based indicators, rate of return of 

the resources invested when implementing and maintain the BSC in practice, reassessment of the 

causalities within the BSC system etc. 

Based on the outputs of the research conducted in local companies, a list of potential benefits 

from applying the BSC methodology in practice was compiled. The 20 potential benefits were 

grouped by their contents into four main areas, i.e.in the area of strategy and goals, corporate culture, 

human research management and company performance management (Table 5). 
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Abstract 

We apply a double panel data econometric analysis (a static regional, for the period 1995-2011, and a 

provincial dynamic panel, for the period 2005-2011) for Italy, in order to evaluate which wellbeing factors can 

cause internal migration, by pointing out the relevance of subjective factors and economic variables. For what 

concerns social variables, we verify the Tiebout’s hypothesis, according to which migration depends on the 

satisfaction of provision of public goods; furthermore, we consider the relevance of social cohesion in the 

migration process, according to the EU Regional Policies framework. As for the economic variables, we follow 

the Harrod-Todaro approach, according to which individuals migrate to improve their economic wellbeing 

related to labour market conditions.  

Our results find that pull factors of internal migration are the high level of income per capita and the 

good perception of the quality of local services, while push factors of internal migration are the high perception 

of social insecurity and the huge level of unemployment with the latter increasing its influence during the crisis. 

 

Keywords: internal migration, regional development, wellbeing, Tiebout’s hypothesis. 

 

JEL Classification: J11, R10, R58. 

 

1. Introduction 

Internal migrations are an economically relevant phenomenon for a number of reasons. Firstly, 

at global level, the amount of internal migrants is six times bigger than that of international migrants 

(UNDP, 2009). Secondly, in Italy, ever since the end of World War II, interregional migrations have 

been consistently larger than international in terms of amount, human capital intensity and 

displacement, duration (Berti, 2008). Thirdly, internal migrations can limit regional convergence in 

per capita income since migrants are mainly high-skilled individuals: the loss of (young) skilled labour 

force drags down human capital, making impossible the generation of virtuous circles of cumulative 

growth, resulting in an scanty level of economic development in the long run (Greenwood, 1997). 

Moreover, there are financial flows from Southern to Centre-Northern Italy in order to sustain young 

southern migrants living in precarious labour conditions in the North (Pugliese, 2009), especially in 

the earlier years of their experiences away from home. These financial flows contribute to deplete 

otherwise available cash and to sop it up towards the Centre-North. Finally, in Italy, at least since the 

second half of the 1990s, internal migrations from underdeveloped to developed areas have somewhat 

increased (SVIMEZ, 2007). For these reasons in this paper, we want to shed some brighter light on 

which factors (economic vs. social) related to wellbeing affect the choice of migrating among Italian 
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Regions. This is achieved by means of two thorough econometric analyses carried out at both static 

and dynamic levels, for Italian regions and provinces and the periods 1995-2011 and 2005-2011 

respectively. In our view, the need for these two econometric analyses is given by two facts: 1) to 

confirm that the statistical links found at a higher territorial level are similar to those at a lower level; 

2) to overcome the constraint given by the limited number of units of the regional analysis which 

makes a dynamic panel data analysis unfeasible. 

Economic factors are those usually connected with labour market while social factors are more 

akin to concepts like quality of life (Cebula, 2009), quality of public services supplied and social 

cohesion. The introduction of variables related to people’s perception is indeed the main valued added 

for the regional analysis, as in the literature, authors mainly used objective variables to explain the 

determinants of migration. In fact, in the analysis of migration and to the best of our knowledge, only 

Cadwallader (1992), measures the subjective perceptions of individuals on regional economic 

variables.  

Furthermore, from a policy viewpoint, our approach is highly consistent with the Italian 

regional policy approach, where local actors have a proactive role. For what concerns the provincial 

analysis, the loss of subjective factors (unavailable at that territorial level) is compensated by the huge 

increase in observations that allows for a well-performed dynamic analysis. Our results show that 

while both economic and social factors do have an impact on internal migrations in Italy evaluated at 

regional level and in a static framework
4
, when a dynamic analysis is performed on Italian provinces 

(and thus when the t-1 migration rate is considered), social contexts measured by the crime rate are 

relevant throughout the whole period. Oppositely, among the economic factors considered, 

unemployment is less important than the standard of life until the outbreak of the European crisis: 

indeed, starting from 2008, unemployment becomes again the main cause of migrations. This fact 

bears witness of the hardship that households and individuals have been exposed to since 2008, which 

has never been recorded in the last sixty years. The paper is organised as follows: in section 2 the 

theoretical framework is presented. Section 3 briefly describes data. In section 4 the econometric 

model is introduced and results are shown, while section 5 concludes.  

Conclusions 

We have investigated the relevance of some socioeconomic factors for internal migration in 

Italy in the period 1995 - 2011, by applying a double panel data econometric analysis: a static regional 

and a provincial dynamic panel. According to our regional results, Italian internal migrations are 

influenced significantly by variables related to labor market and economic wellbeing and by factors 

related to the quality of life. In particular, the pull factors of internal migration are the high level of 

income per capita and the good perception of the quality of local railway services, while the push 

factors of internal migration are the high level of unemployment rate and the high perception of 

insecurity. When provinces are examined, results do not change much. However, a shift among the 

economic determinants (from the standard of life to the unemployment rate) is encountered, 

correspondent to the inception of the Eurozone crisis. 
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Abstract 

By making use of the newly constructed regional portfolios of Korean SMEs, this paper examines the 

effect of oil price changes on these portfolios returns. The results from the multifactor market model are as 

follows: (1) the portfolios classified in the capital area (Seoul, Incheon, and Gyeonggi-do-do) are less likely to 

be significantly exposed to oil price changes rather than others in non-capital area; (2) portfolios are more 

likely to be significantly exposed to oil prices changes when oil price changes are sizable; (3)portfolios are more 

likely to be significantly exposed to the type of oil price changes measured by the ‘random-walk’ assumption 

rather than by the ‘GARCH (1,1)’ process. These results suggest informative features on oil price exposures of 

Korean SMEs.   

 

Keywords: oil price exposure, Korean SME, multifactor market model, GARCH. 
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1. Introduction  

As oil prices movements during the past decade have been dramatic, the research interest in 

the effect of oil price changes on the economy has recently grown. Skyrocketing from about $40 per 

barrel in mid-2000s, crude oil prices finally reached the record-high in July, 2008 but sharply fell 

down by around a third of the record-high in December, 2008 due to the global financial crisis. Then 

oil prices resurged and tend to be moving around the level of $100 during a few of years. Considering 

that oil is a crucial resource for the economy, it is highly presumed that the recent oil price changes 

affect economic activity through various channels. Yet, most of existing studies are macroeconomic 

perspectives by asking how macroeconomic variables, such as, GDP, consumption, inflation rate, etc., 

are affected by oil price changes.
6
  

Unlike most of previous studies, this paper examines Korean SME portfolios returns and oil 

price changes from 2007 to 2011, when the changes are dramatically volatile. In specific, this paper 

investigates how the effect of oil price volatility on Korean SME portfolios is different by the region, 

sub-period, and measurement type of oil price volatility. This firm-level analysis is meaningful in that 

it reflects a microeconomic perspective and provides the features on oil price exposures of Koran 

SMEs which is the distinctive case study in the oil price exposure field. 

Concluding remarks 

This paper examines oil price exposure of region-based portfolios of Koran SMEs while the 

research interest in the effect of oil prices on economy grows as the oil prices dramatically changes. 

With 7 regional portfolios constructed by matching the information on major foreign trade locations in 

Korea and firm’s headquarters (or primary production facility), the multifactor market model suggests 

the results as the followings.  

First, among the 7 major regional portfolios, the portfolios grouped by the SMEs located in the 

capital area (‘Seoul’, ‘Gyeonggi-do-do’, ‘Incheon’) are less likely to be exposed to oil prices rather 
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than the portfolios grouped by SMES located in the ‘non-capital-areas’ (‘Daegu’, ‘Gyeongsangbuk-

do’, ‘Busan’, ‘Gyeongsangnam-do’). In particular, within the ‘non-capital-areas’ portfolios, ‘Busan’ 

and ‘Gyeongsangnam-do’, are more likely to be significantly exposed. Second, regional portfolios are 

more likely to be significantly exposed to oil prices for the sub-periods when oil prices changes are 

much volatile rather than the sub-periods when oil prices changes are relatively stable. Third, regional 

portfolios of Korean SMEs are more likely to be significant exposed to the simple changes in oil 

prices rather than GARCH(1,1)-processed changes in oil prices.  

These results provide implications to academic scholars as well as industry practitioners that 

Korean SMEs located in the non-capital areas need to make more effects for improving the capability 

of risk-managing on oil price fluctuations. In particular, the capability needs to be improved as soon as 

possible before the global oil market is unstable again since their exposure to oil prices tends to be 

more significant as the market state becomes unstable. Also, when estimating oil price exposure of 

Korean SMEs, the simple changes in oil prices based on ‘random-walk’ assumption are useful for 

capturing significant exposures rather than the most common GARCH (1,1). 

Although the empirical analyses of this paper provide informative results on Korean SMEs’ 

oil price exposures, but further works still remain for the next research. First, in order to divide 5 sub-

periods, it is better in terms of scientific treatment to employ a statistical discernment method, for 

instance, Markov-switching model. Second, it needs to undertake decomposition analysis for finding 

factors of sensitivity of Korean SMEs oil price exposure. Rather than using the exchange rates as an 

exogenous variable in eq. (1), it would be more interesting to consider the rate as an endogenous factor 

of Korean SMEs oil price exposures since it is known that they heavily depend on imported crude oil. 

Other firm-specific factors, such as, R&D, oil intensity, and so on, are also considerable. 
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Abstract: 

Indebtedness of public administration has become a key issue of the economic debates and discussions 

in recent years. Growing public debt negatively influences the economic development and causes serious 

troubles to every country and its inhabitants. In a paper we analyze and examine the influence of growing 

indebtedness on municipalities’ decision to finance sport. For our purpose, we chose eight capital cities of the 

Slovak high territorial units. We analyzed the development of indebtedness and financial health indicators within 

period 2009-2012. From obtained data we examined how indebtedness influences the decision of selected 

municipalities to finance and provide sport activities and services. Methodology and methods for data analysis 

are described in Section 2. We stated hypothesis that indebtedness in selected municipalities causes decreased 

financing of sport activities. We found out that indebtedness development has direct connections, impacts, and 

correlation on decision of municipality representatives. Further conclusions and discussion are part of Section 

4. Paper is elaborated within national scientific research project VEGA 1/1195/12 Strategic interactions of the 

Slovak local municipalities in determining the tax rates. 

 

Key words: indebtedness, municipalities, financing of sport, economic development. 
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1. Introduction 

New position and functions of municipalities, obtained independence and sovereignty in 1990, 

opportunity to manage financial capital and own property motivated municipalities to new 

development. Needs of municipalities to invest and renew own infrastructure and to widen provided 

number of local public goods and services were so huge that municipalities suffered from lack of 

current revenues to cover all of them. Municipalities turned to capital markets.  

Nowadays, when indebtedness of all levels of public budget structure became a vital problem 

of developed economies, it is important to focus attention and analyze causes of indebtedness and its 

influence on municipalities. While bigger municipalities are usually more capable to repay debt 

because of bigger budget size, smaller ones with lower budget volumes have become more risky. The 

higher indebtedness with decreasing current revenues causes insolvency and thus municipalities are 

not able to provide desired volume and quality of public goods and services.  

For the purpose of our analysis in a paper, we chose eight regional municipalities in Slovakia 

which are the heads of higher territorial units in Slovakia. Not only that we analysed indebtedness and 

financial health indicators’ development, we also searched the correlation between indebtedness of 

selected municipalities and their decision to finance sport in municipality. We chose the analysis of 

municipality indebtedness because it is a subject of the national research project VEGA 1/1195/12 

Strategic interactions of the Slovak local municipalities in determining the tax rates. 

Not only that we analysed the development of indebtedness within 2009-2012, we also aimed 

to determine whether high levels of municipalities’ indebtedness have direct influence and impact on 

their decision to finance and provide sport activities and services.  

We stated the following hypothesis: Indebtedness in selected municipalities causes decreased 

financing of sport activities. 

mailto:marian.gal@tuke.sk
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Paper is divided into five Sections. Objectives and methodology are defined in Section 2. 

Section 3 deals with the Literature overview of focused topic. Analyses of indebtedness and financial 

health indicator development as well as discussions and conclusions are part of Section 4. We 

examined and calculated how indebtedness influences decision of municipality representatives to 

finance sport within the period of 2009-2012 in selected municipalities. We stated conclusions for 

analysed municipalities with both similar and specific trends in each of them. Final Section 5 

summarizes facts and gives outcomes for future discussion.  

Conclusion 

In a paper we focused on the indebtedness of eight Slovak municipalities and its influence and 

impact on financing of sport activities. We found that general tendencies are equal in every 

municipality with no matter its economic performance, economic development or geographic and 

demographic position. The economic crisis hand in hand with drop of shared income tax from natural 

persons as a key income for municipalities alongside with purpose state and EU grants caused 

decreased finances to sport activities. Only few huge capital investments in specific periods due to 

organisation of big international competitions and events convinced municipality representatives to 

spend more on capital assets and thus to bring more capital to sport. These spending contributed to 

increased indebtedness. On the other hand, it did not mean the increase of current expenditures as 

explained in Section 4.  

Stated hypothesis was confirmed. Indebtedness level and financial health of municipalities 

have direct impact on spending on sport (see few exceptions in Section 4). Growing indebtedness and 

the one attacking the legislative limits causes smaller support of sport. Worsen financial health 

indicator also contributed to lowered sport support. Therefore, the municipal representatives should be 

very caution about future borrowing. The level of indebtedness should decrease significantly. Sport is 

one the original competence belonging to municipalities. Its financing should not be only the matter of 

public capital; it is dependent on private one, too. But without municipality interest and contribution to 

its development, without capital investments to building of new or to reconstruction and modernisation 

of persisting sport facilities, there will always be lack of private capital and lack of sport interest from 

local inhabitants. 
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Abstract 

In recent years, the investigation of persistency of profit for insurance sector has become a significant 

subject of research with its increasing importance in economy. With this respect, by using the data of return on 

assets (ROA) and return on equity (ROE) of 7 insurance companies quoted in BIST (Stock Market of Istanbul) in 

the period from March 2005 till September 2013, the profit of these companies was investigated whether 

persistent or not via IPS (2003) without break and Panel LM (2005) with structural break unit root tests. As a 

result of study, by eliminating the findings via panel LM test that profit was observed persistent from model 

without break, profit was determined non-persistent in situation taken into account structural breaks. The reason 

of this situation can be competitive economic structure and effects of 2008 global financial crisis in the scope of 

being developing country of Turkey. Furthermore, these findings are supported by accomplished previous 

literature for Turkey. 

 

Keywords: Turkish insurance sector, persistence of profitability, firm performance, Panel Unit Root Test. 

 

JEL Classification: G22, L25, C23 
 

1. Introduction 

According to competitive hypothesis, the gained profits and suffered losses of businesses are 

temporary in the highly competitive environments (Agostino et al. 2005). In other words, competitive 

process eliminates all economic profits and losses in the long term. So, if one company is obtaining 

excessive profits, these mentioned profits encourage new competitors to enter the market and new 

competitors cause decrease in profits by offering same product in lower price. This also causes the 

decrease in profit margin. This process continuous until market profitability gets equal to competitive 

rate (Cuaresma and Gschwandtner, 2006). Similarly, companies profiting below average are either 

eliminated from market by activities of investor or taking precautions in order to reach average market 

profitability (MCmillan and Wohar, 2011). 

Starting with Mueller (1977), a series of contributions aiming to analyze the permanence of 

profitability has appeared. In literature, while there are many studies aiming to determine the 

permanence of profits on manufacturing enterprises and banks, there are a few numbers of studies 

about insurance. However, insurance companies, which are one of the largest institutional investors for 

stock, bond and real estate markets, have an increasing significance because of increase of risks and 

uncertainties in most societies and being part of the general development of financial institutions 

(Outreville, 2013). Insurance companies, which are an important funding source for economy in 

especially developing countries, may affect economic growth through channels of marginal 

productivity of capital, saving rate, technological innovations and the cost of the intermediation 

(Pervan et al. 2013). Insurance companies are necessary elements of economic growth (Outreville, 

2013). In many studies, the relationship between insurance market activities and GDP were tried to be 
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revealed (Outreville, 1990; Haiss and Sümegi, 2008; Kugler and Ofoghi, 2005; Ward and Zurbruegg, 

2000; Arena, 2008; Vadlamannati, 2008; Lee and Chiu, 2012; Chang et al. 2013; Akinlo, 2013). 

There haven’t been any studies about persistency of profits on insurance companies which 

developed rapidly by 25% compound annual growth rate (invest.gov.tr) between years 2002-2010 in 

Turkey and had importance place among finance sector. Besides, there haven’t been any encountered 

studies about permanency of profit in literature of insurance sector except the study of Pervan et al. 

(2013) examining Croatia. In this respect, this paper will take significant place to fill the gap in this 

area. 

Conclusion and discussion 

In economies where the competition is intense, reached both profits and loss are temporary. 

On the other hand, it is possible to talk about the persistency of profits if there can be seen profits 

other than average in long-run. With globalized world, the significance of insurance sector in economy 

has increased. Thus, the place of insurance companies among financial markets is becoming 

important.  

In this study, the persistency of profits of 7 insurance companies in BIST (Stock Market of 

Istanbul) is investigated via ROA and ROE as two well-known profitability indicators in the literature. 

The period spanning Mar-2005 till Sep-2013 was investigated by quarterly data. In study, first the 

profits for these companies were observed persistent by using IPS panel unit root test (2003).  

Second, panel LM unit root test (2005) taking into account structural breaks was used, the 

findings of IPS test was shown after elimination. While some of series became stationary by Panel LM 

test with one break, whole panel became stationary by Panel LM test with two breaks. The hypothesis 

of persistency of profits is not valid for all companies examined in the study. This situation can be due 

to the competitive structure of markets of Turkey which is described as developing country, and global 

financial crisis occurred in the period of 2008. In fact, the break dates detected in panel LM test, 

intersect with the period of global financial crisis as supporting these findings. 

In studies on Turkish banking sector, Bektaş (2007), Kaplan and Çelik (2008), Aslan and 

İskenderoğlu (2012) observed non-persistency of profits. Compared with these studies, the results of 

our study examining different sector also support the previous literature. Furthermore, in the study 

made by Pervan et al. (2013) on persistency of profits in insurance sector, they detected that the profits 

were persistent, but they became temporary during economic crisis periods. Thus, this paper 

concluded with more advanced results by taking into account structural breaks during economic crisis 

periods and criticizing the findings of this study. 

As a result, it is more appropriate to hypothesize the non-persistency of profits in finance 

sector. However, in order to confirm the assumption, new comprehensive investigations containing 

other sectors in finance area must be the focal point of the following studies. 
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Abstract: 

The article presents the results of a research focused on identifying, understanding and synthesizing the 

current trends in the field of full logistics services. The character of the article is empirical and descriptive. The 

research was dealing with the activities of providers of full logistics services operating in the Czech Republic 

and working in the B2B segment. The searching was based on a combination of qualitative methods (monitoring, 

analysis of documents, interviews) with simple statistical methods. About 300 providers of full logistics services 

were identified in the Czech Republic. Their classifications according to size, ownership, scope of activities and 

transport modes used in their services were performed. More detailed findings about sample of 13 large 

providers were obtained. These findings were related to competition in the branch of full logistics services, 

approaches to solve the problems generated by crisis, empowering the integrated logistics solutions and 

exclusive partnership with customers as well as the organizational concentration within the branch of logistics 

services. In conclusion of the article the areas for further research are formulated. 

 

Key words: third party logistics, fourth party logistics, full logistics services providers, contract logistics, supply 

chain management, outsourcing. 
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1. Introduction  

The aim of this article is to present the results of a research focused on identifying, 

understanding and synthesizing the current trends in the field of full logistics services. The research 

was focused both on identifying the new requirements and challenges for logistics services providers, 

and on the directions, forms and practices that the providers apply to respond to this situation. The 

objects of the research were organizations providing full logistics services and operating in the Czech 

Republic. Their activities were studied in a global context. 

We were looking for answers to the following research questions: What are the typical 

features of the providers of full logistics services operating in the Czech Republic? How do the 

requirements and conditions for the provider of full logistics services change? What shifts have been 

visible in the strategies and activities of the providers of full logistics services, related to the current 

crisis and competitors fight? How contribute the logistics providers to grow of integration in the 

supply chains? 

The research process has combined qualitative and quantitative procedures. The main methods 

applied during the research included a content analysis of public databases, documents of the 

examined companies, press releases, as well as monitoring, interviews and simple statistical analysis. 

Chapter 2 of this article provides a terminological definition of the subject-matter of this 

research. The 3
rd

 chapter describes how the data were gathered and processed throughout the research. 

The research outcomes are presented in the 4th chapter. In the fifth chapter, you will find the synthesis 

and discussion of the obtained knowledge and also the suggestions for further research. 

Conclusions and suggestions for future research 

A synthesis of the findings gathered during the research helped us to find out that the 

foundation of nearly 300 organizations providing full logistics services in the Czech Republic in the 

last 20 years reflects the significant expansion of the line of business providing full logistics services. 

It corresponds with the global trend of development in this field. The convenient location of the Czech 

Republic in the middle of Europe, the modern transport and storage infrastructure, the availability of 

mailto:pavla.macurova@vsb.cz
mailto:karla.juraskova.st@vsb.cz


Volume IX, Issue 1(27), Spring 2014 

 

 

qualified labour force and the large volumes of flows of goods - these are the factors that attract not 

only local logistics companies, but especially a number of multinational logistics operators, into this 

line of business. The logistics providers situated here have the wide territorial action radius. The 

special phenomenon is that logistics capacities located in the Czech Republic are frequently used as 

centres serving clients in other countries.  

The survey acknowledged a big dynamics and innovation agility within the field of full 

logistics services and also the fact, that business in this field is becoming more and more difficult. The 

development trends of full logistics services are born from the conflicts of various factors, including:  

increasing demand for more complex and more integrated logistics solutions, requirements for 

acceleration of the flow, price competition intensified by the continuing economic crisis, 

environmental limits and increasing prices of inputs.  

Crucial innovations of the provided services are brought by major providers that have the 

necessary potential to do so. The survey acknowledged that they have to do the hard work in order to 

sustain its position and achieve the required profitability. It is expected that a number of smaller 

logistics service providers can have problems to react effectively on the increased customer 

requirements and they will be pushed aside to role of subcontractors for major providers. 

The most significant identified trends are: 

 interconnection of capacities and extension of the territory where the providers of logistics 

services operate by means of organizational concentration; 

 acceptance of long-term responsibility for a large part of the supply chain in order to facilitate 

an exclusive partnership with customers; 

 deeper and deeper penetration of providers of logistics service into the structure of supply 

chains, takeover of activities which used to be domain of producers or traders, and creation of 

entirely new activities adding benefits to the supply chains operation. 
 

These signs of integration within the structure and operation of supply chains can increase the 

potential for achieving synergy effects. Some of large providers have done a big step towards 4PL 

because their contract logistics begins to include not only the physical flows ensuring, but also some 

elements of supply chain management for their clients. However there is a question of when the 

expansion of the scope of business activities of logistics providers hits on the limits of manageability 

by a single entity. 

The article presents the outcomes of research probe focused on mapping and understanding 

the current situation and the ongoing trends in the field of full logistics services. Given the nature of 

the used methods of data acquisition, the presented findings have the character of evidence or signals 

that will represent the subject of further verification using more demanding methods. The created 

database containing information on the providers of full logistics services is the take-off platform for 

this purpose. 

The suitable topics for further research can be the development of horizontal cooperation 

between the providers of logistics services and also the prerequisites of existing providers necessary to 

take over the role of supply chain integrators. 
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Abstract:  

Mainly past studies used security prices to test the random walk theory. Not much attention is given to 

gold bullion coin prices. Furthermore, past literature emphasised on the developed countries’ markets to test the 

random walk theory for gold prices. However, the evidence for developing countries’ markets is lacking. In 

addition to this, several important events happened in the past decade seem to have affected the gold prices. 

Therefore, the purpose of this study is to test for the presence of a random walk in the series of Malaysian gold 

bullion coin (1oz) daily prices, ranging from July 18
th 

2001 to May 11
th 

2012, by incorporating the structural 

break in the series. Past studies on testing the random walk theory of gold prices used tradition unit root tests 

without incorporating structural breaks.  In contrast, this study applies Zivot and Andrews (1992) one-break and 

Lumsdaine and Papell (1997) two-break unit root tests. Furthermore, we also provided the empirical evidences 

based on traditional unit root tests to compare the results with the prior studies on this topic.  

The main finding is that Malaysian gold bullion coin prices follow mean reversion, implying that the 

market is inefficient and the impact of shocks is transitory. We also capture important break dates in the series. 

The finding has implications for econometric modelling, in particular forecasting and structural breaks. The 

structural breaks captured in the series reflect that investors are responsive to market sentiment. Furthermore, 

as our empirical results show mean reversion, therefore, investors can exploit past price trend to get abnormal 

profit. This paper adds to the literature on random walk theory of gold prices, by providing the evidence on 

Malaysian gold bullion coin prices. In our knowledge, no previous research tested the random walk theory of 

gold prices on Malaysia, by using structural break unit root tests.  

 

Key words: random walk, mean reversion, structural breaks, unit-root tests, gold bullion coins, developing 

economy. 
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1. Introduction  

The gold investment has become increasingly important aside from others, such as stocks, 

bonds, unit trusts, and currencies. Gold investment gains its momentum for some reasons: gold can be 

a store of value in addition to a nation’s currency; investors perceive that gold can be used for 

inflation-hedging; some investors tend to speculate in the gold market for abnormal returns; and long-

term investors seek for capital gain from gold investment as they believe gold price will increase with 

time, because the supply of gold is limited. Current literature has been highlighting the importance of 

gold investment. For instances, Smith (2002: 671) mentioned that the stock markets in the Unites 

States, Europe, and elsewhere were badly affected by the catastrophic event of September 11
th 

2011, 

and over the same period, gold price surged showing increasing interest among investors in gold as a 

safe haven; and Narayan et al. (2010: 3299) stated that oil price surged instigates gold investment to 

hedge for inflation.  

Gold bullion is a popular investment choice for gold investors. It is known that the return on 

gold investment is highly dependent on capital gain, in which investors will usually exploit the 

differences between the buying and selling prices. Gold is unlike stocks, because stocks provide 

streams of dividend in addition to price fluctuations, indeed, for gold, only price fluctuations are 

relevant (Smith, 2002: 671). Thus, price trend forecast remains vital from the viewpoint of gold 
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investors. With this concern, it is crucial to find out whether the gold bullion series follow a process of 

random walk which neglects the feasibility of price trend forecast, or a process of mean reversion 

supporting the superiority of technical analysis.  By practice, foregoing will imply whether gold 

investors should commit for a simply buy-and-hold strategy or time the market.  

Random walk theory is considerably important for the gold market. According to Smith (2002: 

671), the return on gold investment is much depending on price fluctuations. Investors are interested to 

know whether price trend forecast is useful in this market, which can be indicated by whether the gold 

bullion series follow a process of random walk. In the model of random walk, it is assumed that price 

changes are independent random variables, which conform to some probability distribution (Fama, 

1963: 420; 1965a: 35). The model implies that the sequence or the order of past returns is of no 

consequence in assessing the distributions of future returns (Fama, 1970: 387). Samuelson (1965: 41) 

stated that, “In competitive markets, there is a buyer for every seller. If one could be sure that a price 

will rise, it would have already risen”. In brief, foregoing reflects that future prices are unpredictable 

based on past price trend. Random walk is consistent with the weak-form efficient market hypothesis 

(EMH), asserting that market is competitive and current prices fully reflect all available information. 

Thus, random walk would neglect the superiority of technical analysis in price trend forecast. On the 

other hand, mean reversion is the tendency for stocks with high returns today to experience low 

returns in the future, and for stocks with low returns today to experience high returns in the future 

(Hubbard, 2008: 218). Mean reversion implies that prices will eventually move back towards the 

historical average in the series. Therefore, investors can utilize historical means to predict future price 

movement. Thus, mean reversion would support technical analysis. Nonetheless, when market is 

efficient the impact of shock will be permanent. Conversely, it will be transitory (see Narayan and 

Narayan, 2007: 241; Munir et al., 2012: 9-10). 

The purpose of this study is to test for the presence of a random walk in the series of 

Malaysian gold bullion coin (1oz) daily prices, ranging from July 18
th 

2001 to May 11
th 

2012. The 

main contributions of this paper are as following: First, very little researches have examined the 

random walk theory for gold bullion coin series. Mainly past studies used security prices to test the 

random walk theory (Narayan and Smyth, 2004, 2006; Narayan, 2005, 2006, 2008; Munir et al., 2012; 

Nayak, 2012). Distinctively, this study examines the random walk theory for gold bullion coin series, 

which this is rarely been emphasized by existing studies. The rationale is that the testing of random 

walk hypothesis will give finding showing the right investment strategy for gold investors. If the series 

follow random walk, the market is efficient, and this neglects the value of technical analysis. 

Therefore, a simple buy-and-hold strategy is proposed. In contrast, if mean reversion is found in the 

series, it implies that prediction on future price movement can be performed using past price trend. 

Thus, it supports the use of technical analysis to obtain abnormal returns. Mean reversion also 

indicates that the market is inefficient.   

Second, most of the previous literature emphasized on the developed countries’ markets to test 

the random walk theory for gold prices (Tschoegl, 1978; Abken, 1980; Selvanathan, 1991; Smith, 

2002). There seems to be very little attention is paid on the markets of developing countries. 

Obviously, literature provides insufficient evidence for developing countries. As a consequence, a 

comparison on the findings of developed and developing countries cannot be performed. In the light of 

this, this study contributes to the body of literature using Malaysia as a developing country, to provide 

an insight of whether the developing country’s market is consistent with the developed countries’ 

markets.  

Third, several important events happened in the sample period of this study, spanning from 

July 18
th 

2001 to May 11
th 

2012. These events are likely to have affected the prices of the gold bullion 

coin. For instances, the September 11 attacks (in 2001), the Bali bombings (in October 2002), the 

Malaysian 11
th
 General Election (in March 2004), the world crude oil price fluctuations (from 2004 to 

2006), the magnitude 7.7 earthquake off the south-western coast of Java, Indonesia (in July 2006), the 

global recession (in 2008), the outbreak of H1N1 influenza (in 2009) and others. Therefore, this study 

is motivated to analyze whether or not the market of gold bullion coin is affected by particular external 

shocks, in turns reflecting investors’ response to market sentiment. In order to capture the above 

mentioned structural breaks, this study is applying Zivot and Andrews (1992) one break unit-root test, 

and Lumsdaine and Papell (1997) two-break unit-root test. Random walk process is supported when 

the gold bullion coin series is found nonstationary. If the series exhibits mean reversion, it inversely 
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indicates the feasibility of future price prediction based on past price trend. Lastly, for comparison, we 

also apply battery of univariate unit root tests without structural break in testing the random walk 

hypothesis.  

The rest of the paper is structured as follows. Section 2 reviews the empirical studies on the 

random walk theory. Section 3 discusses the empirical methodology used in this study.  Section 4 

reports the results from Zivot and Andrews (1992), and Lumsdaine and Papell (1997) tests. Section 5 

concludes.   

Conclusion 

This study tested the random walk hypothesis for Malaysian gold bullion coin prices, by 

addressing the issue of structural break. We apply Zivot and Andrew (1992) one break unit-root test, 

and Lumsdaine and Papell (1997) two-break unit-root test on the daily prices of Malaysian gold 

bullion coin (1 oz.), for the period of July 18
th
 2001 to May 11

th
 2012. Our finding provides support 

for mean reversion, showing the violation of efficient market hypothesis. Meantime, we identify 

significant break dates, and capture important events giving significant impact to the gold coin series. 

Since mean reversion is shown, we suggest that the impact of shock is only transitory. The finding 

offers considerable support for technical analysis. 

The rationale for this paper is that previous studies which have employed unit- root tests 

without a structural break for gold prices in developing countries have found little evidence for mean 

reversion (see e.g. Li and Wang, 2011). The results from these studies stand in contrast with evidence 

from unit root testing of gold prices in developed markets which provides more support for mean 

reversion (Tschoegl, 1978; Smith, 2002). The failure to find mean reversion in gold prices in 

developing countries in studies which have not allowed for structural break might reflect the failure to 

account for an additional structural break. As Lumsdaine and Papell (1997) point out, given the loss of 

power when ignoring one structural break in standard unit root tests, it is logical to expect a similar 

loss of power when ignoring two or more breaks in one-break tests. This paper has thus considered the 

random walk hypothesis employing daily data on Malaysian gold bullion coin (1 oz.) prices over the 

period 2001 to 2012, using unit root tests with one and two structural breaks in the trend. Overall, our 

main finding is that we found the support of mean reversion in the gold coin prices from Zivot and 

Andrews (1992) and Lumsdaine and Papell (1997) structural break unit root tests.  
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Abstract: 

The article analyses the relatively new role “Enterprise Architect” in Czech companies. Enterprise 

Architect is a specific role, which supervises the architecture of the whole corporate system and the design of its 

parts and methodologies in the ICT area. For these tasks, the people in the role “Enterprise Architect” possess a 

wide spectrum of knowledge and skills. We then define the scope of the Enterprise Architect role in the 

companies; we describe its core activities in practice and the concrete jobs that can be carried out by the role. 

All, that is set against the backdrop of the Czech Republic's labor market. In view of the market structure, we 

analyze these requirements from multiple aspects, dominated by the company size and dependence of the 

company on using ICT. The article includes a presentation of our research methodology, including the solution 

for measuring the knowledge in the different knowledge domains. The principles of the methodology are 

confronted with the approaches that were used in surveys conducted in other countries. In the end, the identified 

requirements for this role are formulated as well as their dependence on the monitored impacts of these 

requirements on the options for educating of experts in universities. 
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1. Introduction 

With the development of information and communication technologies (ICT), both the 

requirements for the expertise of all roles in departments and sections of the corporate ICT are 

changing. In this respect, it is important to answer the questions connected with the changes to 

competences and qualifications of the ICT expert staff (Skrbek and Ehleman 2006). Qualifications and 

competencies can be investigated from many points of view. One of these is the view of the factors 

influencing the fluctuation of staff in companies (Joseph et al. 2007), the total concept of ICT 

competencies for some ICT roles are described by (CEPIS 2012b). Other concepts, which rather have 

the character of executive views, can be found, for example, in (Doucek, Maryska and Novotny 2012; 

Sudzina, Pucihar and Lenart 2011; Veber 2009; Vodacek and Vodackova 2001). 

The aim of this paper is analysis of knowledge required by companies for the role Enterprise 

Architect that is becoming more and more important in current time (Brown, P.C. 2011; NUS 2009) as 

one of the roles that significantly interconnect the top management level with the ICT management. 

(CIO 2007; Roser, Muller and Bauer 2011). Increasing importance of the Enterprise Architect role is 

proved by the researches among companies (Doucek, Maryska and Novotny 2012; Maryska, Novotny 

and Doucek 2010) and analysis of surveys realized by labor portal in the Czech Republic (Mediacom 

2012) that shown us that there is lack of well-educated Enterprise Architects professionals in the 

Czech Republic. The analysis presented here is based on the similar research can be realized in the 

Czech Republic, because authors are familiar with this local labor market. Nevertheless research is 

possible to realize over the world because we provide detailed methodology, descriptions etc. 

In order to be able to investigate the requirements of the market for the role Enterprise 

Architect, first we had to define this role. The main source for definition of role was, on the one hand, 

the theoretical information provided in particular by the Council of European Professionals 

mailto:nedomova@vse.cz
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Informatics Societies (CEPIS). In this analysis, CEPIS defines 21 main roles in the ICT area including 

the role Enterprise Architect which is characterized by a detailed description (CEPIS 2012a). On the 

other hand we have applied also approach of the Software Engineering Institute, Carnegie Mellon 

University (SEICMU) that derives the position of the Enterprise Architect role in corporation 

(SEICMU 2009). As compared with (CEPIS 2012a), the SEICMU describes also hierarchy of roles in 

the company. 

Employees working in the Enterprise Architect role are jointly responsible for the process of 

investment decisions the objective of which is promotion of achieving the corporate mission and strategy 

(CEPIS 2012a). This includes both the identification of potential investment programs, i.e., for instance, 

the development in the area of hardware and software, but also identification of errors in managing the 

company's ICT platform that cause the company not achieving its mission and strategy. The Enterprise 

Architect role also provides advices to managers whether and what investment in ICT should be made in 

the companies, evaluates how investments in ICT could improve the achievement of the corporate 

strategy etc. 

This implies that the Enterprise Architect is responsible both for the area of analysis and the 

area of design of company´s ICT (Opengroup 2012; SEICMU 2009). Opengroup (The Open Group 

2009) also specifies the different knowledge and skills for the roles of corporate ICT system architects 

as follows. They break them down into: 

 Framework Skills Areas; 

 Business Skills and Methods; 

 Enterprise Architecture Skills. 
 

This approach is similar to approach of (ITCP 2012) which divides skills and knowledge into 

following four groups and 13 subgroups: 

 Skills and Knowledge – “Broad” ICT Knowledge, Specialist ICT Knowledge; 

 Professional knowledge – Ethics and CoP, Security and Privacy, ICT Legal Issues, ICT in 

Context of Organizations; 

 Competency and Responsibility – Autonomy, Influence, Complexity, Business Skills; 

 Character – References, Publications of Applicants, Serious Convictions. 
 

Our research focused on the group “Skills and Knowledge”. Other important sources of our 

research were more oriented to the assessment of the ICT knowledge are presented in Core Body of 

Knowledge (ITCP 2012) and The Skills Framework for the Information Age – SFIA Framework (ACS 

2012; SFIA 2012). 

Current situation at the Czech local labor market can be described as discrepancy between 

requirements of enterprises on Enterprise Architect´s knowledge with knowledge that offers university 

ICT study programs. This finding is confirmed by another research made by the team at the University 

of Zagreb (Varga, Stiffler and Luzar-Stiffler 2004) and by team in Saudi Arabia (Al-Jabri, Fraihat 

2005). These teams confirm our findings that there is a big discrepancy between companies’ 

expectations about potential graduates’ knowledge and real knowledge of graduates. From our point of 

view it is really important that (Varga, Stiffler and Luzar-Stiffler 2004) use in their research 

knowledge structure similar to our research methodology. The reasons and gaps that formed 

motivation for the research about Enterprise Architect role and that were confirmed by the research 

were: 

 There is felt lack of Enterprise Architect specialists on the Czech labor market; 

 There is known what knowledge companies expect from specialists in the role Enterprise 

Architect; 

 New study courses and specializations are prepared by us and these should cover 

companies’ requirements on this role. 
 

The difference between requirements of enterprises on Enterprise Architect´s knowledge and 

university ICT study programs is identified as the gap that should be reduced by universities based on 

the communication between enterprises´ and universities´ representatives. Our research should help to 

close this gap through identification what knowledge companies expect from the Enterprise Architect 

role. 
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Conclusions 

The article, based on the conditions of a small European economy, identifies the practical 

requirement on the Enterprise Architect role. Less than 10 percent of respondents consider this role 

vital for the operation of the company. 

The Enterprise Architect role is relatively new on the labor market in the Czech Republic and 

universities don’t provide education for this role because they don’t know what knowledge should be 

provided. 

Current study programs of universities do not include enough curricula that would prepare 

professionals for the Enterprise Architect role. In our opinion, this is caused by the fact that the 

Enterprise Architect role unifies in it the requirements on theoretical knowledge and on experience 

obtained by a prolonged practice in real situations of managing corporate ICT as well. 

The main results from the research in this article are as follows: 

For business: 

 The research summarizes requirements of companies on the role Enterprise Architects 

according to the number of employees and on the level of corporate dependency on ICT. 

 The companies who put relatively high requirements on the knowledge connected to the 

Enterprise Architect role must at the same time realize that it is no easy task to find and hire 

such a professional. This is also confirmed by the results of (The Open Group, 2009). 

For academics: 

 The research provides to the universities information what knowledge the companies expect 

from the employees in the role Enterprise Architect. 

 The size of company or dependence on ICT does not have to be taken into account – the 

impact of size or dependence on ICT is not significant.  

 Study programs that prepare students for the role Enterprise Architect have to provide not 

only ICT knowledge but they have to provide also non-ICT knowledge that enables to 

Enterprise Architect communicate with representatives of non-ICT departments. 

 The universities can prepare “universal” well-educated type of Enterprise Architects for all 

sectors in the economics because the requirements of companies are not too different in 

analyzed sectors. 
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Abstract 

Polish SMEs are the key aspect for the development of Polish economy. They can be a solution to 

reducing the unemployment, improving the economic situation, soothing social tensions and increasing the 

quality of life in Poland. SMEs provide employment opportunities for Polish citizens, and engage in local issues 

and contribute to sustainable economic development. Therefore, they are crucial for helping Polish economy by 

cushioning the impact of institutional changes caused by Poland’s transition to a capitalist economy.  

The aim of this research is to identify factors influencing the success of Polish SMEs in tourism sector 

(measured by the gross profit per employee). Our results show that being a middle-aged owner/manager who 

established an enterprise because he or she wanted to achieve self-realization or experience risk and run a one-

person, or sole-trader enterprise that had certificates for its products, used Broadband Internet connection and 

was located in the province in the proximity of large cities increased the probability of achieving enterprise 

success. 

 

Keywords: SMEs, economies in transition, entrepreneurship, tourism, Poland, enterprise success. 
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1. Introduction 

Small and medium enterprises (SMEs) are of crucial importance for the development of the 

entire Polish economy. Poland is a post-communist country that has undergone various 

transformational changes, including the breaking up and consequent rebuilding of economic and social 

institutions, particularly that of entrepreneurship (Abrham, 2011). Although private business in some 

limited form have always existed in Poland, even in the times of the Communist regime, the structural 

changes of the 1990s caused unemployment, a decrease in production and economic stagnation in the 

country. Even though the Polish economy has achieved stable economic growth (on average 3-4% 

annually), the impact of the system’s changes is still apparent (Zientara, 2009).  

The high level of unemployment and the GDP per capita below the EU average are still their 

main distinguishing features. This is mainly a result of the poverty and other problems in Polish 

regions. Thus, Polish small and micro enterprises represent one of the best means how to improve the 

situation in Poland. Small firms’ engagement in local issues, creation of new jobs and opportunities 

for people makes them one of the key factors in the economic development of Poland. Therefore, the 

success of Polish SMEs that constitute most of Polish SMEs is closely connected to the improvement 

of the quality of life in Poland. This is, therefore, the main reason why the researchers should be 

interested in defining this success and identifying its factors (Mullins, 1996). 

And this does not only go to the researchers. Policy-makers and relevant stakeholders 

responsible for SMEs development and promotion should also be interested in what predetermines the 

success of SMEs in Poland. This knowledge might be crucial in devising targeted policies aimed at 

supporting successful SMEs development and growth (Variyam and Kraybill, 1992; or Chancharat 

and Chancharat, 2013). 
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This paper is structured as follows: Section 2 provides the comprehensive overview of the 

research literature that is dealing with the concept of SMEs success. Section 3 outlines the main 

hypothesis and describes the data that was used in this study. Section 4 presents the empirical model of 

the success of SMEs in tourism sector and discusses in detail its main outcomes. Section 5 concludes 

with some closing remarks and policy implications for the future. 

Conclusions 

The results of the small model of enterprise success can be summarized in the following way: 

being a middle-aged owner/manager and running the tourism-oriented SME that is located in 

Mazowieckie province all increase the probability of making more profit per employee. While being a 

younger or older owner/manager and running an enterprise that is located in Warmia-Mazury province 

all reduce the probability of increasing enterprise profit per employee (thus, its success). 

In general, it seems appropriate to assume that the purpose of SMEs policies is to promote 

growth and success of enterprises, enhancing employment creation and increasing welfare in Polish 

regions and through this improve the quality of life in Polish regions. Usually, there are central and 

local governments who create these policies. There are many aspects and levels of governmental 

assistance. However, the most important steps central and local governments can do with regard to 

SMEs are the following:  

 Improvement of the regulation environment; 

 Using public assistance for strengthening the sector of SMEs; 

 Deepening the knowledge on the impact of public assistance on the conditions of the sector 

of SMEs. 
 

Moreover, the question arises: What is the most appropriate enterprise polices would be in the 

context of Polish economy? This question gains special importance with regard to Polish experience 

with economic transition, when old formal and informal socialist institutions were destroyed and new 

formal and informal institutions of business and entrepreneurship are still under construction. With 

regard to this, policies targeted at Polish SMEs should take into account Poland’s local specifics and 

problems. There are no blueprints (i.e. copying enterprise support policies from developed countries) 

that can be easily used. This is due to the fact that the situation that persists in transition economies is 

very specific, and their impacts cannot be adequately envisaged.   

Regulation environment is still seen by the majority of Polish SMEs as the main barrier for 

their operation and existence. That is why creation of more favourable conditions for the functioning 

of SMEs requires an in-depth improvement. This is of specific relevance for Polish SMEs that are 

bounded by the regulation environment and have difficulties in accessing public assistance. These 

firms are interested in practical results, whilst the dissemination which is done on the public and local 

governments’ level often focuses on “unpractical measures” (such as preparing reports and organizing 

conferences).  

Perhaps the most crucial aspect in the creation of good regulatory environment is the creation 

of regulatory institutions that would have some expertise about the situation in Polish regions. In 

developed democracies there is a strong level of social control over these institutions (e.g. social 

pressure, lobbying, tradition and the political culture). Therefore, in order to secure their functioning in 

a post-socialist economy, such as Poland, there is a strong urge for creation of some verification 

mechanisms. 

Public assistance, especially the EU structural funds, can be of a great assistance for Polish 

SMEs. The only problem is claiming these funds by small firms. In general, taking into consideration 

the existing practices for providing funding from the EU structural funds, it immediately becomes 

apparent that the procedures of applying for the public assistance might be simplified. This is 

especially important for opening public funding for Polish SMEs which have no time, human and 

intellectual resources for dealing with the paperwork and long application process. A number of things 

can be done in order to simplify the procedure of getting structural funds for Polish SMEs, namely: (i) 

limiting the bureaucracy and the paperwork necessary for applying for the EU funding and (ii) 

eliminating formal barriers (firms’ eligibility). It often happens that SMEs have to put together 

multiple applications and overcome a number of other difficulties just to find out that they are not 

eligible for funding due to some conceptual reasons (size, credit history).   
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In order to create policies that would help SMEs, Polish government should have a good 

overview of small firms’ problems and achievements. In today’s Poland there is big disproportion in 

the information that enterprises have to provide when they apply for public assistance and the 

information researchers can obtain about enterprises. Therefore, it appears that Polish officials know 

more about enterprises than researches. With regard to this, it is believed that some specific steps 

should be made by the Polish government. These steps might include the following: hiring specialists 

for preparing in-depth analyses of economic situation in Polish enterprises, viewing small but 

relatively homogenous samples of enterprises, constructing specific tools for assessment of the small 

enterprises sector situation as well as coordination of empirical research. Perhaps, the experience of 

some EU Member States that are particularly successful in getting the EU structural funding can be 

implemented in Poland.  

Therefore, it seems that Polish stakeholders need to think about undertaking some practical 

steps with regard to small enterprises. Generally, there is a clear demand for specialists with a good 

knowledge of EU Institutions as well as researchers capable of creating a holistic and comprehensive 

picture of Polish SMEs. If such people cannot be found in Poland, perhaps, foreign specialists can be 

hired to prepare the entrepreneurial strategy for Poland. A very clear and transparent strategy that 

would envisage some practical steps can considerably increase the utility from assistance to the Polish 

small enterprises: less money would be spent in vain and more help will be directed to the areas where 

it is needed.  

These and other actions should be undertaken as soon as possible. Relevant Polish 

stakeholders should understand that Polish economy needs success. Successful economy will never be 

able to exist without successful institution of entrepreneurship. Polish SMEs that play a crucial role in 

the creation of this institution and contributing to the positive overall economic development in Poland 

clearly constitute the key aspect of this success.  
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Abstract:  

The aim of the paper is to propose a model of multi-criteria investment decision-making tool supporting 

the decision-making of territorial self-government regions at the level of NUTS 3, based on theoretical 

knowledge and data obtained from the empirical survey conducted in three analyzed countries (the Slovak 

Republic, the Czech Republic and Hungary). The proposed model of multi-criteria investment decision-making 

tool is based on the method of Data Envelopment Analysis (DEA) adapted to the needs of the investment 

decision-making of self-government regions. Based on the results it can be said that the proposed tool is a 

suitable complement of the investment decision-making of territorial self-government regions. 

 

Keywords: region, self-government, investment decision-making, investment activities, data envelopment 

analysis. 
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1. Introduction 

Local self-government is a form of public government and public administration that allows 

an independent governance of “res publicae” in the territory smaller than the State. Individual 

management of local self-governments brings also in their investment activities. These are connected 

to local self-government functions and are used in order to improve the quality of life and the 

environment, to enhance the business environment, to increase the competitiveness of the region and 

to ensure its development. Implementation of investment implies sacrificing certain current values in 

order to achieve the future which usually is of uncertain values. Such a "risky" treatment of public 

finance and the responsibility to the public assume an adequate approach to the decision-making. 

Qualified decisions increase the likelihood of higher future values, and especially in the public sector 

these future values are often of non-financial nature.  

Conclusions  

The paper deals with the design of the model of multi-criteria investment decision-making tool 

that integrates theoretical knowledge with the results of analysis performed on the basis of primary 

and secondary data. The proposed model is widely applicable as a decision-making support tool in 

deciding which investment variant of the strategic investment to choose by the regional self-

governments in the countries surveyed (the Slovak Republic, the Czech Republic, Hungary). It is 

based on the method of Data Envelopment Analysis (DEA) adapted to multi-criteria decision-making 

in the investment decisions of regional self-governments. In the model there are identified the 

selection criteria, and the importance of each criterion as well and all is tested on a model example at 

the same time.  

The EMS software was used for the calculations within the model in this paper. Although the 

aforementioned software is freely available on the personal website of the German professor Holger 
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Scheel, this software is not for commercial use. As mentioned earlier, according to the statement of the 

author it serves only for academic purposes. 

In the case the self-government’s decision to use the proposed model as a support tool for their 

strategic investment decision-making, we would recommend to buy one of the specialized 

commercially available software that is able to calculate the DEA model "Assurance Region Method". 

We propose the following suitable software: DEAFrontier, DEA-Solver-Pro, Frontier Analyst. 
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Abstract 

The role of small and medium enterprises in any economy needs no exaggeration. They provide 

employment to the local community and contribute significantly to the nation’s income and growth. Yet many of 

these enterprises routinely fail. This study attempts to predict a non-financial qualitative factors model on the 

lines of Lussier (1995), with modifications in the independent variables and using ‘profit for at least three years 

out of the last 5 years’ as a measure of success or failure of an enterprise. The study will contribute to the 

limited literature on business success versus failure prediction studies using neural networks. 

 

Keywords: business, success, failure, non-financial factors, neural network model. 
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1. Introduction 

Small and medium enterprises play an important role in the economic functioning of any 

country. These entrepreneurs provide more jobs than large firms. UNIDO (1969) has reported in a 

study involving many developing countries that small enterprises achieved higher productivity than 

large capital intensive enterprises as the formers’ investment per worker was lesser. Yeung and Chew 

(2001) stated that the small firms spent about two times higher amount than the large firms in 

fundamental research. Small and Medium enterprises were seen as creators of new jobs (Swierczek & 

Ha, 2003). Small entrepreneurs were the reasons for dynamism in the economy (Fritsch, 2008). They 

contributed for the local and regional development (Reynolds et al., 1994; Westhead and Wright, 

1998). Employment generation, productivity enhancement and commercialization of innovation were 

all engendered by the entrepreneurs (Van Praag & Versloot, 2007). This paper has attempted to design 

a neural network model to predict the business success versus failure with the help of data collected 

from small and medium enterprises located in an industrial estate in Trichirappalli and its surrounding 

areas in India.  

The paper is based on the non-financial qualitative managerial factors suggested by Lussier 

(1995), with modifications in the explanatory variables and the meaning for business success or 

failure, but unique in using neural network for the purpose of the study. 

Conclusion 

The model predicted in the study is useful to the entrepreneurs and the policy makers at the 

first instance. The entrepreneurs shall appreciate the criticality of the efficiency of their employees and 

follow scientific methods of recruitment, training and compensation. They may also watch the attrition 

rates and carry out suitable measures to retain the right employees in the business. As the small 

business generates employment and assists the wide spread development in the economy and sizeable 

investments have been made in these ventures, it is the policy makers’ responsibility that those 

entrepreneurs are provided with adequate and timely funds through the bankers. Small firms can 

contribute to the distribution of economic resources equitably (Doern, 2009). The entrepreneurs shall 

also be prepared to bring in  adequate capital and where necessary, additional capital so that their 

businesses can survive and become successful at times of distress. It is in the interest of the suppliers 

also that the entrepreneurs are successful so that they are able to have an enduring business 

relationship with the business. Again, the model reveals the importance of prior experience and 

exposure for the successful conduct of the business by the entrepreneurs.  

The public agencies and bankers who provide funds shall do so only for the experienced 

entrepreneurs so the scare resources of a developing country like India are used to the best advantage. 

Another fact the model brings out is that the regular maintenance of accounts and the taking stock of 

what happens in the business on a regular basis are important for the success or failure of the business. 
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Obviously the model is useful to the investors whose return risk trade- off depend upon the success or 

failure of the business. The model is also useful to the public and the society at large as they can 

identify in advance the successful firms from the other firms.  
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Abstract: 

Currently, e-business and e-commerce systems became standard tools in the business environment. As 

we can see in practice and literature, current trend in e-business and e-commerce, is to develop systems enabled 

to manage and coordinate (and help the managers to manage) the business and production operations. 

Companies' managers increasingly need new methods and tools that can help them in their decision-making. In 

general, managements can make right decisions only in case they have current and adequate information. In 

addition, managers have to get all information in time, and decision-making processes should be realized 

quickly and under the strong thumb of a competitive environment. It also applies in the context of management of 

e-business and e-commerce systems. One of basic features of efficient e-commerce is correct definitions and 

descriptions of all internal and external processes of the supplier. All of them are targeted to customers´ needs 

and requirements. The optimal and most exact way how to obtain and find optimal solution of e-commerce 

system and its process structure is modeling and simulation. Contrarily to most approaches using process-

oriented modeling, this paper presents the value-chain-oriented modeling approach. Value chain model and its 

transformation into control loop is shortly presented as a base for simulation. The closing discussion outlines 

next research directions.  

The aim of this paper is to outline value chain approach to modeling in e-commerce systems. First, we 

present an e-commerce system as a subject of our research. Next the role of modeling at the design level and its’ 

role in the decision support is discussed. After that, we shortly characterize the two main business modeling 

perspectives, namely the process-oriented and value-chain-oriented approach. Section 4 deals with an outline of 

generic e-commerce model based on value chain modeling. The last sections include simulation model, model 

results, and closing remarks. 

 
Keywords: E-commerce system, business process modeling, value oriented model, basic transaction cycle. 

 
JEL Classification: C02, C19, C63, C69, M11, M29, M31. 

1. Introduction 

E-Commerce systems are standard prerequisite of most sales and manufacture oriented 

companies now. Enterprises using e-commerce are challenged by increasing competition what makes 

it necessary to improve their internal efficiency. Experience shows that the most effective way to 

achieve the efficiency goals is re-engineering process based on modeling and simulation. Re-

engineering methods have been recognized as a useful general performance improvement tool 

(Davenport, 1992), (Hammer; Champy, 2000). In this paper we focus on the e-commerce modeling 

having the simulation support as ultimate aim in mind. In our opinion, using typical process oriented 

modeling needs some enhancement to achieve more flexibility of decision-making based on 

simulation. This is where the business pattern and semantic oriented value flow models may come into 

consideration. The aim of this paper is to outline value chain approach to modeling in e-commerce 

systems. First, we present an e-commerce system as a subject of our research. Next the role of 

modeling at the design level and its’ role in the decision support is discussed. After that, we shortly 

characterize the two main business modeling perspectives, namely the process-oriented and value-

chain-oriented approach. Section 4 deals with an outline of generic e-commerce model based on value 

chain modeling. The last sections include simulation model, model results, and closing remarks. 
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Conclusion 

While typical process modeling methods concentrate on work- and control flow, value chain 

modeling perspective takes the added value created during the business process in consideration. This 

approach opens very interesting perspectives from the system analyst and programmer point of view 

as the main question asked during the model definition is not “How” the workflow runs, but “Why” it 

runs in the way as we see it. Of course, the fact that the value chain perspective omits some important 

features of the process such as starting point splits and joins of control flow and so on, it is important 

for the presented modeling research that both perspectives are combined together. Using this 

combination, a generic e-commerce simulation model was presented based on control loop paradigm. 

In this loop, the measuring part of the model uses REA value chain approach, while the dynamic part 

of the company and the environment entities such as customers and suppliers are realized as software 

agents.  

The examples of simulation runs were presented paper showing that is possible to use such 

environment both for e-business modeling and as a decision support tool for company stakeholders. 

However, several challenges for further research are still open. First, the decision function concept 

used for customer decision is still too simple and does not take customer budget limitations into 

consideration. Second, the feedback function and management decision model is to be expanded with 

the aim to close the control loop more realistically. Third, the presented concept of disturbances from 

the environment is to be researched taking necessary statistic data as a source for further modeling. 
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Abstract 

Supporting and financing geographically concentrated industrial clusters became an object of 

public regional policies as the positive effects raising from spillover of knowledge among the clustered 

firms and institutions is believed to supporting growth of regional economies. An interesting 

dimension of the industrial cluster financing is a mode of private and public funds combination that 

might present a major factor in the success of a cluster. The approach in this paper states research 

hypotheses on the relation between the share of public funds and innovative performance level of a 

particular country as well as the length of its EU membership. The empirical investigation is based on 

an extensive primary research of 125 clusters in 25 European countries. Unexpectedly, the survey has 

proved significantly higher use of public funds for cluster activities in the countries of innovation 

leaders and innovation followers (as divided in The Innovation Union Scoreboard 2013), at all 

national, regional and local levels. Hence, strong financial support of clusters is not prevalently a 

subject of structural aid to less developed regional economies, but a regular measure in well 

developed countries with higher innovation performance. Statistically significant differences have 

been observed also in the structure of financing clusters when comparing old or EFTA countries with 

new member countries. The paper was elaborated within the project VEGA 1/0506/13.  

 

Keywords: clusters, financing clusters, public funds, private funds. 

 

JEL Classification: O31, R58. 
 

1. Introduction 

Financing clusters has been an issue of a number of studies in several European countries 

(Lämmer-Gamp et al., 2011; Oxford Research AS, 2008; OECD, 2007). Some of the studies were 

aimed at the position of clusters in the countries of Central and Eastern Europe (Ketels and Sölvell, 

2006; Pavelková and Jirčíková, 2008). Financing clusters is possible by employing resources either 

from the private sector or public sector, or their combinations. The present state of affairs is based on 

empirical studies partially focused on the sources of financing clusters. Sölvell et al. (2003) discovered 

the public sector as the main source of initial financing of cluster initiatives in 54% cases. Another 

extensive research (Ketels et al., 2006) revealed that in developing countries the majority of resources 

come from international donor organizations, in the new EU member countries the greatest share 

comes from the private sector. The cycles of clusters are time after time marked as missed 

opportunities, what raises a question of effectively of partial public financing and a proper financial 

structure according to its public/private ratio and vertical proportioning (EU, national, regional, local). 

There exist a number of obstacles and gaps to cluster potential realization and the differences can be 

clearly identified at the country level associated with innovation performance, EU membership length, 

etc. what is researched extensively by The European Cluster Observatory launched in 2007. The 

distinction among countries in availability and use of various forms of capital is rather omitted in 

research so far and not included in the standard mapping of the European clusters.  

The main goal of the article is to find out whether statistically significant differences in cluster 

public support based on the innovation performance of a country's membership in the EU exist. 

Different structure of financing cluster initiatives is supposed to coincide with the economic power, or 

innovative performance of the individual EU countries.  
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Conclusions 

The intensity of financial support for clusters employing public funds varies greatly across the 

European countries. Some recent research studies of other authors have implied a larger share of 

public finance in the countries with higher innovative performance.  

The Hypothesis 1 related to question of higher proportion of public funds in countries with 

higher levels of innovation performance is not statistically significant. However, Table 4 shows that 

the average rank in the Kruskal-Wallis test is decreasing with the lower level of innovation 

performance. Also, the supply of public funds for cluster activities in the countries of innovation 

leaders and innovation followers is generally more generous at all national, regional and local levels. 

Similarly, there is a range of private resources on offer in those countries. Clusters in the countries 

with a lower level of innovative performance have to rely more frequently on the membership fees of 

cluster members. As a result, lacking resources prevent such clusters from their further development 

and impede their progress. Representatives of some clusters operating in the countries with moderate 

or modest innovation performance expressed an opinion that they commonly have problems to 

participate in some programmes or respond to public calls as they lack funds to co-finance the 

projects. This makes the receiving public funds even more complicated for the clusters in their early 

stage. At the same time the competitiveness of clusters is considerably higher when they are at least 

partly financed from public funds. Hence, this gives a powerful argument for continuing active public 

cluster policies.  

Hypothesis 2 examines the impact of the length of EU membership on the share of public funds 

in clusters. This relationship has been statistically displayed - clusters in the old EU countries have in 

their income structure significantly higher proportion of public resources in comparison to clusters in 

the new EU member states. Statistically significant differences have been observed in the structure of 

financing clusters in the old member countries in comparison with the new member countries and the 

EFTA member countries. Besides, as the cluster support from the national, regional and/or local level 

in Germany, Sweden, Denmark and Finland has provided enough evidence to prove that these are 

efficient methods of improving competitiveness of clusters and the regions, similar results could be 

gradually achieved by the clusters in the new member countries.   

The variability of the public sources supporting the cluster activities in the old and new member 

states depends on the overall country development as well as enhanced networking and trust. 

Moreover, clustering is a result of historical economic development and a natural model in western 

countries. The new member states use often the top-down approach in cluster initiatives supporting, 

what is somewhat extraneous element in the economy of a country or region. Also, the understanding 

the concept of clusters and their potential contribution to regional competitiveness is generally not 

well understood by the policy makers. 

Another reason of a lower cluster support in the new EU countries is a less developed pro-

innovation culture in comparison to the old EU countries. Regional or local level is not involved 

neither in the research or cluster financing, as it is common in the old EU countries. Following the 

emprical research results, the differences in supporting clusters from public resources can be 

confirmed mainly between the group of new EU member countries on one side an the old EU member 

and EFTA countries on the other side. 
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